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SAMSO TR 74-92 STI TR 4174
PREFACE

This document is the Final Report for the Defense Navigation
Satellite Special Study, Contract F04701-74-C-0053. The report
was prepared at Stanford Telecommunications, Inc. (STI) by
Drs. J. J. Spilker, Jr. F. D. Natalli, and P. M. Fitzgerald.
The effort was carried out from August 1973 through April 1974,

The report describes special studies carried out to examine

the effects of alternative signal structures, to evaluate
quanticatively the link performance, to consider possible means
of using notch filters to improve EMI performance, and to examine
possible means for wonitoring signal strength from the naviga-
tion satellites.

The Project Engineer for the Global Positioning System, Joint
Program Office (JPO) was Mr. Steve Lagna, SAMSO/YEE. The
authors wish to acknowledge the valuable suggestions and
comments of Mr. Lagna and others in the JPO, and the useful
comments by Mr. Frank Butterfield and others of The Aerospace
Corporation.
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J.\Y. pllker r.
w&: l%ebidené v
Stanford Telecommunications, Inc.
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SECTION 1

1.1 INTRODUCTION

This report summarizes the major results obtained by

Stanford Telecommunications, Inc. for the Global Positioning
System (GPS) Joint Progrem Office under Contract F04701-74-C-0053.
The efforts on this program were directed at the recommendation

of a signal structure for the GPS.

Included in this report is a summary of the STI recommended signal
characteristicsf Methods of signal generation and detection

are also discussed. During the course of the investigation

many alternate forms of signal structures were considered and
rejected. A brief discussion is given of some of the more

interesting alternate signal structures.

Section 3 deals with the performance of the user receiver and
the power levels, both at the user receiver location and at

the satellite RF power amplifier. The user receiver power
requirement i1s stated in flux density in terms of power received
by an ideal isotropic circularly polarized (CP) antenna. - Each
of the primary contributors to receiver performance loss are
described briefly. The satellite RF power requirement is

then discussed for the warst case 5° elevation angle. Since

the losses for the P and the C/A channels are not always the

same, separate tabulations of these losses are described.

*&he reader is cautioned that these signal characteristics are
not necessarily those to be adopted by the GPS JPO.
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In Section 4, the use of automatically tunable notch filters
is discussed as a means for enhancing the interference pro-
tection of the spread spectrum receiver. This brief dis-
cussion 1is aimed at the narrow band but high power inter-
ference which could be slowly swept through the band in the
hope of interfering with the GPS receiver. Since only

so much processing is realistic with a low cost user receiver,
other means are sought for improving the interference .rejec-
tion. This approach is one and the use of a null steering

antenna is another.

Next, in Section 5 the use of ground control receivers to

monitor the GPS satellite power is discussed. The accuracy
of this power monitor is examined analytically and some pre-
liminary results are obtained for the accuracy of this power

monitor function.

Several other results were obtained as part of this contract
but are discussed in the monthly status reports rather than
the final report because of their less complete descriptions.

These include:

] Possible Sidetone Ranging Signal Structures

° Methods of Combining Sidetone Ranging
with the GPS Signal

] GPS 3ignal Simulator

° Review of Ground-Based Facilities for the Navy
Navigation Satellite System and Air Force Project 723

1-2



° Range and Range-Rate Variations for Nearly
Circular Orbits

In addition, the contract included periodic weekly or bi-
weekly meetings with the JPO management and staff as requested.

These meetings were too numerous to report here.
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SECTION 2
SIGNAL STRUCTURE CHARACTERISTICS

2.1 NTRO N

The STI signal structure recommendation is based on a careful con-
slderation of the objectives of the GPS system during Phases I,
II, III. It is, of course, desirable to devise a signal

structure that can endure throughout all three phases of the
system. Selection of a good signal structure is extremely
important to the overall GPS system because it directly impacts
the design and performance of the user equipments, the satellites,
and the control and monitor stations. In short, it affects

nearly every element in the GPS.

This section describes the recommended signal structure and
presents a brief discussion of some of the tradeoffs involved

in comparing alternative signal designs. There are, of course, an
almost unbounded variety of signal structures available; it
therefore is necessary to restrict considerations only to the

primary candidates.

2.2 QBJECTIVES FOR THE SIGNAL STRUCTURE

The GPS system objectives reflect directly on requirements for

the signal structure. Principle objectives are listed below:

] Provide en accurate one-way ranging capability

with accuracles on the order of 1 foot.

. Control the satellite from the USA,
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° Tolerate a substantial amount of interference
and intentional jamming for a protected (P)

signal.

° Provide two signal frequencies for ionospheric

delay correction.
° Provide a clear (C) signal for low cost users.

' Provide an acquisition signal (A) for rapid

synchronization of the P signal.

° Tolerate multiple access effects caused by as
many as 12 simultaneous signals from a subset

of perhaps 27 satellites.

] Tolerate a significant amount of multipath
caused by ground or sea reflections (delayed by morce

than 150 nsec with respect to the direct signal).

° User equipments are to operate in a purely

passive mode.

Multiple access as referred to here corresponds to the con-
figuration of 24 satellites equally spaced in three orbit
planes inclined by 63° with respect to the equator. The
satellites are in 12 hour orbitsf prograde, and thus pass over

exactly the same point on earth every 24 hours.

L-Band had been selected as the frequency band prior to this

study based on the frequency allocation availability and the

* The use of 12 hr inclined orbits allows the satellites to be

visible from the USA during at least a portion of the orbit,
2-2



use of broad-beam, nearly onmi-directional antennas for user
equipments., This latter constraint causes a higher satellite
power to be required L{f for example C-band were to be used.

Later in this section consideration is given to the use of UHF
(=335 MHz) as an alternate frequency. It is not recommended that

UHF be utilized.

2.3 IARACTERISTICS OF THE RECO. ED

Two frequency bands*are used for transmission of the signals at
nominally 1575 MHz for the primary L-band signal termed L1, and
nominally 1238 MHz, termed L2. The exact center frequencies
are related to a 5.115 MHz frequency standard (rather than a
5.0 MHz standard) for reasons discussed below. These center

frequencies are:

Ll = 1575.42 MHz = 308 x 5.115 MHz
L2 = 1237.83 MHz = 242 x 5.115 MHz

where 5.115 MHz = %(10.23)MHz where 10.23 MHz is one of the
code rates described later and 5.115 MHz is the frequency of
the frequency standard used on board the satellite to control

the signal generation process.

2.3.1 Ll Signal
The primary GPS signals are transmitted at L1 providing both a

protected P signal and a C/A signal. These signals perform both
the functions of the clear signal for low cost users as well
as an acquisition signalAto ald the user receiver in acquiring

the P signal in a relatively short time. These two signals

*Interference considerations with other users in L-band, e.g.,

AEROSAT, MARASAT, altimeters are discussed in '"Spectrum Resource
Assessment for the 1535-1660 MHz Band," Report 2/71-P2, Frequency
Management Support Div., Office of Teiecomm.,U.S. Department of
Commerce. 2-3
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are transmitted in phase quadrature, thus providing a constant

envelope signal to the satellite power amplifier.

Each of these two signals, the P and the C/A signals, are bi-
phase modulated PSK signals at clock rates of 10.23 Mbps and
1.023 Mbps, respectively. Each signal carries the identical
data bit stream, D(t), at a 50 bps rate. In more specific
terms the P signal pi(t) from satellite i has peak amplitude Al

and is represented by

pi(t) = AjP(t) sin wy(t-t,) g Alxp(t)n(c) sin wj(t-ty)
= AlF[xl(t)x21(t)]D(c) sin w) (t-to) where i = 1, 2,...32

where xp(c) is a long period pseudo-random sequence at a 10.23 Mbps
clock, and D(t) is the 50 bps data bit stream. All components

of p(t) are zero at t = t,, and have periodic transitions there-
after. The long periodic sequence xp(t) is either some complex
function of two composite codes X;(t), Xp(t) in the situation

where a transmission security (TRANSE() device is employed,

or simply equal to the product composite code Xj(t) Xpy(t) if the

TRANSEC device is bypassed.

The epochs (all "ones' state) of the first code xl(t) occur at 1.5
sec ilntervals and always begins at a data bit tradsition. The:
period of the composite code is selected to exceed 32 x (7) days
that each of 32 signal sources can be selected to be nonoverlapping
but phase offset versions of the code xl(t) X2i(t) for a week.
Each of the 32 X74 codes thus are simply phase shifted versions of

X2i(t). Each code Xp; is reset to its initial state at precisely
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7 day intervals. Details of the implementation of the P code

generator are given in a later paragraph.

The C/A signal is in phase quadrature with the P signal,

1s of peak amplitude B and has the representation
t
ci( ). BCj (t) cos w)(t-tp) = Bxgi(c)Mz(c)D(c) cos w) (t-t,)

where xgi(t) is one of 32 pseudo-random codes at a 1.023 Mbps
bit rate and period 1023 bits in the Gold code family. These
codes are designed for low cross-correlation{properties with
all other members of the Gold code family. The code My(t), a
double frequency Manchester code relative to the 50 bps data
stream, is an alternating sequence of + 1's at 200 bps beginning

with a +1 transition at the beginning of each data bit.

This square wave is inserted simply as an aid in resolving the
potential ambiguity between the 1 msec period of the Gold codes
and the 20 msec data bit interval. The interval of a given

bit in M,y(t) is ?&U = 5 msec. The epochs ('"all ones'" state)

of the Gold codes occur in coincidence with data bit transitions.
The data bit stream D(t) is identical both in timing as well

as in content to the data on the P-signal. As described later,
the data bit stream can be used to resolve system time to the
nearest data bit. The codeg My (t), xgi(t) then allow one to
determine the time to an rms inaccuracy of a small fraction of
one ysec. The exact value of rms time error, or course, depends

on the received signal-to-noise ratio, system dynamics, etc.



2.3.2 L2 Signal

The L2 signal is used to obtain a correction to the ionospheric
group delay (which varies approximately as f'z) and provides a
back-up signal in case of Ll failure. The L2 signal contains
only the P signal, has peak amplitude AZ’ and is represented by

Pzi(t) = Azp(t) sin wz(t"'to)

All other aspects of the P signal except for amplitude are

identical to the L1 signal.

Details of the amplitudes of the L1, L2 signals and relation-
ships to performance are given in Section 3 where the details

of the performance calculations are summarized.

2.3.3 Data Format
The data D(t) contains five different types of data, and is divided

into 6 sec frames and a 30 sec superframe. The data types consist
of a 6 sec Data Block appearing at the beginning of every frame

and four other data blocks appearing once per superframe.

4

2.3.4 Data Frame Organization
At the beginning of each frame, a handover word (HOW) of 60 bits

plus a 24 bit telemetry (TLM) for a total of 84 bits. Each 6 sec
frame thus has remaining 300 - 84 = 216 bits which is blocked
into 27 eight bit bytes.

2.3.5 Handover Word (HOW)
Every 6 sec, beginning with the first bit of the frame and in

synchronism with the 1.5 sec X; epochs, the system "time-of-day"
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is transmitted as a handover word, HOW,

This system time is common to all satellites or other signal
sources to the extent permitted by the accuracy of the corrected
clocks. As described in more detail later, this handover word
carries the state of the Xpj(t) sequence generator at the time
of the next X)(t) epoch (1.5 sec later). Thus if any two
satellites are exactly the same distance from a user receiver,
and there is no inaccuracy in the satellite clock correction,
the data signals received from the two satellites would contain

precisely the same HOWs.

Each handover word is allocated 7% bytes or 60 bits and begins
with an error tolerant synchronization pattern, a within-the-
frame identifier to indicate which of the five handover words
within the super-frame it is, and the handover word itself with
sufficient parity bits to provide for double error detection
of the handover bits. The synchronization word should be
sufficiently long that the expected time between false accept-

ance of the HOW operating on random data inputs exceeds 1 day.

2.3.6 TLM

Telemetry (TLM) words of 3 bytes each shall follow the HOW every
6 sec to provide for elementary down-link telemetry to indicate
the status of the data up-loading operation. For example these
bits indicate whether a given block of up-load bits to the
satellite from a control station has been acknowledged correctly
(ACK) or not acknowledged (NACK) and retransmission requested

for an ARQ (automatic-repeat-requcst) transmission link.
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2.3.7 Rapid Position Update (RPU)

This 3 byte word is transmitted every 6 sec as an alternate to

the TLM and provides a prediction of the transmitter location

for an aircraft transmitter. The position of a drone or air-

craft transmitter is of course not nearly as predictable as

that of the satellite. Thus it is expected that aircraft posi-

tion extrapolations must be transmitted more often than once

every 30 sec frame even when flying in some well-defined race-

track or other pattern. This word can be used for other purposes
for a satellite signal source and can be combined with the TLM word.

Both the TLM and the RPU are not neceded on the same transmitter.

2.3.8 Data Block 1
Data block 1 follows the first 6 sec Data Block in the super-

frame and provides the Status/Identification word (SID). This
SID word is 2 bytes long and identifies the satellite or other
signal source, and indicates its operating status (GO or NO-GO) .
Thus if a satellite is malfunctioning so that for example the
data up-loads are erroneous and would lead to highly inaccurate
navigation data, this signal can be rejected by the user receiver
rather than distorting the other navigation results. This opera-
tion can be made fail-safe by automatically indicating NO-GO
unless a valid up-load is received at least once during the week.

This data block as well as the others contains its own parity bits.

2.3.9 Data Block 2

The satellite clock is corrected to at least + 10 usec accuracy

on board the satellite. However, residual correction is required
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to provide an accuracy of time measurement on the order of

1 nsec. This correction of residual errors is performed by a
Clock Correction word (CC), an associated age of data* word,
and parity check bits. This data block is estimated to be

approximately 10 bytes or 80 bits in duration.

2.3.10 Data Block 3
Satellite position information is given in detail in data block

3 which contains the Ephemeris Data word (ED) as well as the
associated age of data word, and parity check bits. The age
of data word gives the time since the generation of the ephemeris

data. This data block contains approximately 60 bytes or 480 bits.

2.3.11 Data Block &4
This data block consists of the remaining bits (624 bits = 78 bytes)

in the superframe and has a variable structure which carries an
identification of the type of data plus data bits representing
either

° Ionospheric propagation model

™ Orbital data for the entire network of satellites
in Keplerian or other appropriate form

o Special data messages** providing a broadcast
function of special purpose or '"canned'" messages

° TRANSEC rekey words.

*The age of data word defines the time since the data was generated
at the ground control terminal.

**Note that data uploads to the satellite should be addressable to
ﬁermit loading this data block alone. Thus the GPS Satellite can
ave a limited store and forward data relay capability.



2.4 DETAILS OF THE SIGNAL STRUCTURE GENERATION

A somewhat more detalled description of the signal structure
18 necessary in order to understand better the method of
system operation. In the paragraphs below are described a
brief sunmary of:
o P signal generation and time of day
transmission

® C/A signal generation and ambiguity
resolution

® Satellite time correction, limitations
and advantages

° Clock generation - advantage of use of
standard time intervals.

2.4.1 P Signal Generator

The P signal generator forms the composite code

X; (t) Xai(t)

from the individual codes Xj(t), Xpi(t). Each is clocked at
a code rate of 10.23 Mbps. The code X, (t) is generated by a
short-cycled linear feedback shift register of period

N, = (10.23 x 10°% x 1.5) = 15.345 x 10°

The shift register required has 24 stages which would have a
maximal length period 224-1 in excess of 16 x 106. Define the
"all ones' state of the sequence generator as state 1. When
state N, occurs it is sensed by a 24 input AND gate which resets

the shift register back to the "all ones" state.

2-10



The sequence Xpi(t) is selected to have a period Ny = Ny+1.
This sequence generator is also a short-cycled maximal length

feedback shift register.

Thus, the total period of the composite code is

NN, ¥ 2.3 x 104

Each time the X; code reaches its epoch the X, code generator
advances by one state until N;N, bits later when both registers are

reset to the '"all ones" state.

1] n
1’F,State All Ones

Short
Cycle

a) Sequence Generator short-cycled
to period N; .

l ,_~Clock
S —— ] | R 3P4 fe—

- - _._’l L .? ]J
Sense normal or :
inverted shift register bits j{lﬁ?{

Set to "All Ones"

b) 24.Stage Sequence Generator has tap
connections for maximal length feed-
back shift register.

Figure 2-1 Short-Cycled Sequence Generator. a) State
sequence diagram, b) Feedback register with
short-cycled reset logic.
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The total period ol X; partitioned into 32 segments of 7 days
each. Thus the period of X,; 1s 7 x 24 x 3600/1.5 and the

period of the composite sequence 1is

NyN, = 10.23 x 19° x 7 x 24 x 3600 =

10.23 x 10% x 5.688 x 10° = 5.7 x 10L2

where Né is the length of each segment of X,.

This period is less than 1/32 of the total period possible

N].NZ < 3]-2_. NlNZ

Each of the sequences x2i is selected to be a segment of the

total X, code period as shown in the state diagram.

long sequence

N22 7.5 7 day period
No24N2 segment of the

Figure 2-2 Partition of total state diagram into
32 code segments
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The composite sequence generator can create all 32 sequence
generator segments by using the cycle-and-add property of the
linear sequence generator which provides that the mod 2 sum of

two states is a third state somewhere else on the state diagram.

S§ ® Si+4j " Si+k

Figure 2-3 Cycle-and-add property of linear sequences.

Thus if two taps on the feedback shift register separated by

J stages are mod 2 added, the resulting sequence is some other
sequence k state away where k can be very large. Thus, proper
combinacioﬁ*of the taps can cycle the x21 sequence to the desired
segment of the total period of X, even though X921 has been short-
cycled. Short-cycling the code does not affect this property.

It does of course short-cycle the shifted output code, but that

is exactly the desired effect.

*Note that there is some freedom in selecting the shifts to be
employed. This freedom can be used to simplify the logic
selection, In principle any shift of the sequence is possible;
however the cycle-and-add logic (an array of Mod-2 adders) is
very complex for some shift positions.
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Thus, the sequences for el) satellites can be generated as shown

in Figure 2-4. Upon appropriate up-link command the satellite

Lpoch Detector -»| Counter

- =

———— Time of Day

Command
Up-link

A

|

Command

' o
r‘ Generator

Reset

A
lcfac
Set to
10 og_ l——"A.ll ones"

> X2 Generator

|

Cycle-and-add

Switch ’Control
to one of 32
Cycle Shifts

Logic Matrix | A @

Bypass

Generator

TRANSEC

—e \Y{RECLOCK

Figure 2-4 Simplified diagram of the P Sequence Generator

sequence generators X, and X, are reset to the "all ones' state.

Thereafter the sequence generators create the precise 7 day period

code. A given satellite will have one sequence Xo4 all of the

time. Hence the satellite X, generator could be set and reset
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to the appropriate code segment starting state. User equipment
can instantaneously sequence from a sequence matching one
satellite to that of another using the switching of the

cycle-and-add logic.

The system time can be transmitted as the instantanecus states
of sequence generators x1 end x21. However, system time trans-
mission can be simplified if the time is transmitted at the
epoch of X;, which occurs every 1.5 sec. This transmission
time thus requires only counting the number of epochs of the

X) sequence until the count reaches

Nz' = 7 x 24 x 3600 = 7 x 48 x 1200 = 403,200

Thus the count increments by 1 every 1.5 sec until 7 days are
complete, at which point both sequence generators instantaneously

reset to the initial state and the count begins all over again.

Data at 50 bps is mod 2 added to the pseudo-random chip stream.

The reuulting waveform, 4in turn, biphase modulates a carrier

at an IF frequency and is then up-converted to the 2 RF frequencies
L1, L2 or the L1, L2 carrier frequencies are biphase modulated
directly. The raw Jata from the satellite memory and data
formatter is differentially encoded before transmission to

resolve the bipolar ambiéui&ies in tﬁe deﬁodulated bit stream

at the user receiver.

2-15



HOW

Commands

[ " o
Time of Day I
| )
Corrected | _J  Seguanca l Yoy
clook & c | 4 rransec [ ¥ D
5.115 MHz | Gemetacor | =54 A
Clock
50 bps
— pifferential i
L»! Data Source |—— = Beo R & ,._.b.(t;_._,.._

——() >

Biphase
Modulator Modulated
Output

To C/A
Moduluti;)
' o

90

Ll or L2
Source

)

Frequency Standard

Figure 2-5 Simplified block diagram of the P signal
modulator using & dircct L-band modulator.

2.4.2

g[ﬁ Signal Generator

The objectives of the C/A signal are to provide a signal which

can be recovered using a low-cost, reliable user equipment.

Whereas the P signal code period has been selected to be long

(7 days) for security reasons, the C/A code period is selected

to be no longer than that required for multiple access operation,

i.e., small interference effects from other satellites on the

desired satellite signal in the user receiver.

The short period

of the C/A code is desired to provide a short initial acquisi-

tion time.

2-16



The C/A codes are selected to be 1023 bit Gold codes? each of
which 18 generated by two 10-stage linear maximal-length
feedback shift registers which are mod 2 added together in a
manner somewhat similar to that used in the P sequence generator.
However, each of these linear codes L,(t), Ly(t) has exactly

the same period Ng = 1023
Xgi(t) = Lg(t) Lp(t - 1iT)

where the clock rate is 1.023 Mbps and T - (1.023) "% ,sec.

Thus the code period is exactly 1 msec. The time displacement
iT sec between the epochs (''all ones' state) of these two
separate linear sequence generators is the difference between
codes used to distinguish satellites and to provide low multiple
access interference. All satellites, of course, transmit on
exactly the same RF center frequency. They are received at the
same or offset frequency, depending on the doppler offset

between satellites relative to a given user.

¥R. Cold, "optimal Binary Sequence for Spread Spectrum Multiplexing,"
1EEE Trans. Info. Theory, October, 1967.
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As shown in Figure 2-6, the epochs of the C/A code are synchronized
to be in coincidence with the 1.5 sec epochs of the X) code
component of the P signal. As shown in the figure, the delay

iT sec is used to determine which Gold code is to be used.

X Epochs
Set Epoch =
Lo Code osetiaco
Generator |
- 90° ]
Delay Ly Code
Code » b — — — - . . .
Selec'{"-.ﬂ_——- [ Generator xgi(t) () Ci(t) A\ /
Biphase
Modulated
C/A Signal
23 at L-Band
.023 Mbp
L
Differentially ¢ »(+
Encodegongta T
- = Double

Manchester Code/* —200 bps Clock

Figure 2-6 Simplified block diagram of the C/A signal
generator.

The double Manchester code, simply a square wave at 200 bps is

used to allow ambiguity resolution in the 1 msec Gold code
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epochs. That is, which of the 20 epochs per data bit

(20 msec per data bit) does in fact correspond to the time
of transition between data bits. Each data bit begins with a
positive-going Manchester code transition at the transmitter.
At the receiver of course, because of the bipolar ambiguity
in PSK carrier recovery, positive and negative transitions
are indiscernible (unless unique sync patterns are used to

resolve the ambiguity).

Figure 2-7 shows the timing pattern between the C/A code epochs,

10 11 12 1314 15 16 17 18 19 2

ik 1 23 4 5 6 7 8 9 0
mochs § ¢ttt Y EEEEEE 11 | i

! e
I

i
w——5 maec —-ln-lL i i

Double T
Manchester 1 0 1 0

D(t) | 11" data bit— f -

H ' [ :

- - 20 msec : -,

| i [ I i

T : ' ;'

My @D~ s
: oo

' l

' |

|
| i

Missing Transit Lailu——-________:_____ﬁ
Transitions | . ’ \
of Mz@ D ' t t J

Figure 2-7 Timing diafram of the C/A signal epochs and
data transitions.
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the Manchester transitions and.the data bit transitions. As
can be seen, the Manchester coded data has a transition every

5 msec except where there is a data bit transition.

There are four transitions per data bit in My@ D if there is

no data bit transition, and three if there is a data transition.
Thus a transition detector produces a high spectral line com-
ponent at 200 bps regardless of the data bit pattern. As shown
in Figure 2-8, this transition detector/bit synchronizer then
easily produces a 200 bps clock pattern. Then by sequentially
searching over each of the four transition phases (in 5 msec
steps) one can determine the transition phase window with the

most power at the 50 Hz after removing the Manchester coding.

Data ,
Estimate D(t)

\

4D(E)M, (£)+n(t) Tntegrate [petector
Received & ri"
C/A Signal +D(t)+ny (t)
-»>(F)—-» IF | < -
[Filter,
My (£)

C{A Codek : r — " =
-» Delay Loc Carrier o fhNAsE b " Time

Output Recovery L ﬂ;?] Ructifi-rJ | th;f +4% 50 bps|Gate|

Transition Detector 200 bps

Coherent IPZ&[e
50
Phase Detector Search De:egzor

Figure 2-8 Simplified version of C/A signal detector
showing one possible bit synchronizer
configuration.
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As shown in the figure, the output of the phase detector is
+ Mp(t)D(L) where the + indicates the sign ambiguity of the

carrier recovery phase.

This phase detector output is then fed to some form of bit
synchronizer to recover the square wave M,(t) at 200 bps. A
simple transition detector followed by a phase-locked square
wave generator is shown in the figure although many alternates
are possible. C(Clearly it does not matter which of the four
phases of the My are used relative to the bit transitions

when removing My in the product detector. The output is

+ D(t) anyway.

Next divide the 200 bps to 50 bps and search all four phases
using a time-gated window function to determine which window
has the most transition energy in a 50 Hz band. This determina-
tion is made by passing noisy version of D(t) through a transi-
tion detector and then determining which of the four windows
has the 50 Hz line component. Since the rates of all of these
functions are very low, these operations can all be performed

digitally and at low cost.

Alternate methods of detection are possiblef some of which may
have improv:zc' performence over tiie approach just described.
It appears clear however, that the use of this C/A data modula-
tion and detection operation resolves all time ambiguities

down to the 20 msec level. Since there are unique data patterns

*It should be gointed out that with reasonably randomized data
streams, the 50 bps transistions can be detected directly, and
it is not necessary to include the Manchester code at all.
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imbedded in the data frame, all ambiguities are removed.

Several other features of the C/A signal should be indicated
at this time. Although the C/A signal does not provide the
anti-jam against intelligent jammers nor quite the high accuracy
provided by the wider bandwidth P signal, it can provide a
substantial measure of interference protection. The 2 MHz
bandwidth (null-to-null) of the C/A signal contains line com-
ponents spaced by 1 kHz, the epoch rate of this periodic code,
each of which is modulated by the data stream. Thus the
reference waveform used in the receiver (of course contains no
data modulation) spreads any interference components over a

2 MHz frequency band and thereby provides a measure of protec-

tion against narrow band interference.

Secondly, the moderately high clock rate of the system
1.023 Mbps provides good accuracy for moderately high ratio
of C/N,, the ratio of carrier power to noise power spectral
density per Hz. The rms timing jitter introduced by a non-
coherent delay-lock loop of predetection IF bandwidth Byp,

closed-loop noise bandwidth B;, and chip width A = (1.023)'1 usec
*

is
O [ BL (1 + 2BIF :
a [ 2¢/N, C/N,

®W. J. GIIT, "A Comparlison of Binary Delay-Lock Tracking Loop
gmglemfgggcions," IEEE Trans. Aerospace and Elec. Systems,
uly, )
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As an example, if B; = 10 Hz and C/N, = 39 db-Hz, Byp = 103 Hz,
%

then op 5 1 usec 10 __ (1+})]" = 25 nsec

L J

Additional performance data is given in the section on System

Performance,

Although this clock rate is moderately high, the rate is still
sufficiently small that low-cost integrated circuits can be
employed. Furthermore, the power levels required with a

1.023 Mbps clock are low.

Finally, the code division multiple access (CDMA) of the C/A
codes allow the use of a common RF center frequency for all
satellites. This feature permits a relatively simple user
equipment RF design and makes possible the use of coherence

relationships between RF carrier phase and code clock.

2.4.3 Clock Generation_and Correction

There are a number of code clocks and epochs which must be

generated to form the P and C/A signals. Each of these must
be coherent with the corrected satellite clock which is in
turn based on the satellite frequency standard. In addition,
the RF center frequencies are phase locked to the frequency

standard.
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A listing of the various clock rates, frequencies and epoch

periods are given below in Table 2-1.

Table 2-1 Listing of code rates, frequencies, epoch

periods.

B ﬁ'_gb_«_ - RATE bps PERIOD sec
Frequency Standard 5.115 x 106 bps "
P Clock Rate 10.23 x 10°
X) Epoch Period 1.5 sec
P Code Epoch Period 7 days or 604,800 sec
C/A Code Clock 1.023 x 10°
C/A Code Epoch Period 103 1073 sec
Double Manchester Clock 200
Data Rate 50 ] o
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Figure 2-9 shows a simplified diagram of the clock and epoch

rate generation operation. The frequency standard is recom-

mended to be a cesium frequency standard with a stability of
over a 105 sec interval of 10'7 or100 nsec. The absolute

frequency of the satellite frequency standard is to be

Commands
y Frequency Reset

-
5.115 MHz =

Frequency Standarq

|

1

L2 L
1237.83 MHz 1575.42 MHz

i A
T
Clock Corrections —Y
Phase Locked
Phase Shifter Jq—Commands Multipliers/'{_ x242J
& 5.115 MHz
]
< [”_1 v
K 54 = s 10.23 Mb
= o, . ps

e 1.023 Mbps e

Y _ ,__; _l__

/A Set X [

ode I —0<—ngée Mod-2

Epochs Epoch

f Epgc::egt 1.5 sec 17 days

T+ 5= 5

‘,“200 bps

Double
| Manchester
-4
——1-‘50 bps
Y Data Rate
Figure 2-9 Simplified diagram of clock generation and

frequency systhesis.
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resettable upon ground command to one part in 1010. With
this accuracy the clock can accommodate a delay error in

103 sec of 105 x 10710 = 1077 sec or 10 usec.

For purposes of direct P sequence acquisition of the signal
from one satellite after having already acquired the signal
from another satellite it is desirable to have the clocks
accurately timed with respect to orie another. If one has

an approximate idea of location of a user equipment, an
estimate of the range to the new (unacquired) satellite can
be obtained using the Keplerian model of the satellite orbit.
This range estimate might be made to an accuracy of + 25 ysec.
Thus if the time inaccuracy of each satellite is off by no
more than + 10 ysec, the total uncertainty of the new
satellite's '"time-of-day" and hence its P sequence state

should be off by no more than + 45 ysec, or + 450 P code chips.

In theory this clock correction to within 10 ysec could be made
once per day. However when it is made, it would cause any
user equipments to lose lock while a 100 code chip transient

is inserted.

A preferred approach is to correct this code phase in very
gradual small steps as close to a continuous phase correction

as possibléf If clock phase steps are to be inserted they should
not exceed 10 nsec per step, and preferably be smaller.

Steps should occur no more often than 1 step per second.

*

Note that whatever approach is employed, the clock correction (CC)
word in the down-link data stream must be consistent witn the actual
corrected clock.

2-26



| Ph"‘-“_- 'Phase
requency Phase i
| Faut = i | *IHH 1 il

In order to correct for a 10”10

clock inaccuracy, the phase
steps need not exceed 1 nsec per 10 sec. Hence, a 1 nsec
step size once per second as a maximum appears to be a reasonable

correction.

Notice that even a 1 nsec step would be intolerable as far as
RF phase transients are concerned. This 1 nsec w»ild cause a
phase transient of 1.5 cycles and cause any phase-locked multi-
pliers or carrier tracking loops to lose lock. Thus these
phase steps cannot be directly introduced into the RF carrier
generation process on-board the satellite. If corrected at all,
the satellite RF carrier LO must operate on a smoothed version

of the phase step.

Thus if the coherence relationships are to be maintained between
carrier phase and code clock, the phase step must be smoothed be-
fore use in the RF LO generation operation. One possible approach

is shown below in Figure 2-10 and operates with 2 phase-1locked
oscillators, the first at 5 MHz and the second at L-band.

Steps of 1 nsec

Control or = 10°7 x 360° = 1.8°
e .2x1076
1 L1l pand LO

5.115 MHz \Smooths To Code Ph;:ftggise
1° pPhase Clock
Steps

Figure 2-10 Possible mechanism for smoothing phase
transients and maintaining coherence between

carrier phase and code clock
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Note that if the oscillator accuracy, settability is increased

oll

to 1l part in 1 » then the drift in clock phase over a 7 day

interval is less than

11

7 %107 x 107 = 7 x 107 or 7 usec

Since the clocks are likely to be reset every 7 days or possibly
rekeyed in the TRANSEC sense, a momentary discontinuity in

clock phase every 7 days should cause no real problem. Thus

the use of a clock with this type of stability can in principle
avoid the requirement for a quasi-continuous clock correction.

Instead, a single clock correction could be made once per week.
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2.5 ALTERNATIVES AND TRADEOFFS IN SIGNAL SELECTION

In this section several of the alternative signal types are
discussed along with some of the tradeoffs in performance
between these alternative signals and the selected signal.
Since there 18 an almost endless variety of alternate signals,
there is some degree of arbitrariness in the selection of the

signals discussed.

2.5.1 Time-Division Multiplexing of the P and C/A Signals

The P and C/A signals could have been time-division multiplexed
rather than transmitted as in-phase and quadrature signals.
This time-division multiplexed signal is a constant envelope
PSK signal with the power sharing between the two signals
controlled by the duty factor of each signal. If each has

the same average power then they both have 50% duty cycle. If
each signal is to transmit separately 50 bps on the average,
then the bit rate during the transmission burst must increase
to 100 bps, and the power levels must double. Furthermore, .
it is desired to change power levels while keeping the average

data bit rates the same, then the burst data rates must change.

There are several apparent disadvantages in this signal structure

which make it not quite as desirable on the in-phase/quadrature

signal.

0 There is an undesirable interaction between the
selection of the P and C/A signal powers, data

rates, etc.
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° The use of a time-gated C/A Gold code does not
have the desirable even correlation features of

the continuous Gold codes.

° The use of a time-gated signal produces line
components in the bandwidth compressed carrier
which can lead to false sidelobe 1lock-on.

That is, the carrier recovery loop can lock-on to
a false carrier, a problem which has caused addi-

tional hardware complexity in previous programs.
° The data frame formats are potentially more complex.

Though the time-gated carrier also has some advantages over the
in-phase quadrature system, the disadvantages seem to outweigh
the advantages, particularly when the C/A signal has equal or

greater power than the P signal.

2.5.2 Selection of the Clock Rates

An obvious alternate signal would be identical to the one selected,
except that the clock rates would be precisely 10 Mbps, 1 Mbps,
thus permitting the use of a standard 5 MHz frequency standard.

At the moment, however, the only satisfactory codes for multiple
access are of period 1023 bits. The use of a 1023 bit code and

a 1 Mbps clock rate yields an odd epoch rate, Manchester rate,
data rate, and frame rate since all of these rates are related

to the epoch clock rate.

£, - 105/1023 = (1.023)71 x 1073
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It can be argued that since there is sometimes doppler shift
on the carrier, the epoch rates even in the recommended system
are not exactly at 1 kHz except when the satellite is in a

zero doppler condition relative to the observer.

On the other hand, the precision atomic standards can serve as
a precise method of world wide time distribution. Atomic
clocks have been flown in aircraft previously to provide
perhaps the most accurate method of time transfer to this
point. It appears that a realistic method of time transfer
to wait until the satellite is at a zero doppler condition and
to use the 1 msec time ticks as a method of clock calibration
Just as in WWV, etc. The use of an odd epoch rate would lack

some of this convenience.

2.5.3 pPossible Use of Residual Carrier for C/A Acquisition

A residual carrier could have been inserted on the C/A channel

by changing the C/A modulation from biphase PSK to something
less than + 90°, for example, to + 1/2 radian. For single
access operation this residual carrier would allow direct
carrier recovery of the C/A signal and the use of a coherent

delay-lock loop for C/A code tracking.

Multiple access interference, of course, prevents the use of a

pure carrier from separate satellites since the doppler shifts
from several satellites in view at once from a given user

location may overlap one another and cause severe interference

2-31



in any direct carrier acquisition operation.

As a result one must either frequency offset the carriers

or time gate the carriers in separate nonoverlapping

time slots. Frequency offset, i.e. frequency division multiple
access, would have to offset the carriers by an amount greater
than the doppler shift. This frequency offset for each of the
separate satellites causes an undesirable complexity in user
equipment oscillators and prevents simple useage of coherence

relationships between carrier RF phase and code phase.

Time division multiple access can also be used to provide a pure
carrier. The time gating, for example, for % sec every 15 seconds

can be considercd in two forms. One can completely remove all mod-

ulation for each satellite in time sequence, or one can simply re-
duce the modulation from + 90° to + % radian for this % sec incre-

ment. The time gating is performed for each satellite in sequence.
The former approach has a disadvantage in that the data modulation

must be removed periodically.

The second approach has no disadvantage to the data, but it does
not of course provide as much power in the carrier. Secondly,
since this carrier component is not on all the time, it does
not permit coherent detection of che C/A signal. It serves
only as an acquisition aid to carrier recovery. Hence the

advantages would seem to be marginal.
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2.5.4 andover Word ansmission e

The number of handover (HOW) transmissions per unit time and
the format of the HOW word has significant impact on the user
equipment acquisition time. The P signal acquisition time for

one satellite 1s then the sum total of

+ + T

T+ Tyow * Tp P data

code

Tp ® Tc/a code * Tdata

as a maximum, where Tf is the frame duration and

Tc/A code 18 the C/A code acquisition time

Tc/A data 18 the C/A data acquisition time

T@ eods is the P code acquisition time

T

P data is the P data acquisition time

THOW is the time required for a HOW

This maximum time assumes that C/A data recovery begins just
after the first bit of the HOW so thet an entire frame must

pass before the HOW appears again. For example, if the HOW is
transmitted only once per 30 sec frame. i.e., Thow = 30 sec, this
Thow = 30 sec would then represent a significant function of the
total acquisition time. Thus it is desirable to use a smaller

THOW’ and THOW = 6 sec has been selected.

2.5.5 ignal choice for L2
Several choices were considered in the signal selection for L2
including:
° Use of L2 as the primary signal containing both
C/A and P signals

° Use of L2 as a secondary signal containing both
C/A and P signals

° Use of L2 for only P signalling without data.
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The use of L2 as a primary signalling frequency has potential
power advantages for a fixed gain user equipment antenna. If
the satellite antenna is made to be earth coverage at the L2
frequency, then the received power level at the user is increased
by a factor of approximately (1.6/1.2)2 = 16/9 or 2.5 db. Note
however that the L1 antenna probably must be a separate antenna
in order to provide full earth coverage. Secondly, the avail-
ability of the L2 frequency channel for operational use is not
at the present time as well assured s the L1 frequency channel.
Hence even though L2 offers a definite power advantage, these
other considerations dictate against its recommendation at this

time.

As a secondary signal L2 could provide a secondary C/A signal
as a back-up to L1 failure. The added power required however

is felt to be more efficiently applied to the L1, C/A signal.

The use of P on L2 without data has relatively little benefit
since the data rates are so small relative to doppler in the
first place that a relatively small decrease in IF bandwidth

is possible by removing the data modulation. The advantage of
including data on the P channel, on the other hand, is to allow
the use of the L2 P signal as an independent navigation signal

in case of L1 failure.
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2-506 Jt &= nd

The use of UHF as the primary signal rather than L1 could provide
a potential advantage to a zero db user antenna under some condi-
tions. For example, if 335 MHz were used rather than 1.6 GHz,
the power advantage to UHF is (1600/335)2 or 13.5 db.

In certain important geographic regions of the earth however, namely
regions in the vicinity of the magnetic equator and the North Pole,
ionospheric scintillations are much more serious at UHF than at L-Band.

Figure 2-11 shows the results of measured statistics of ionospheric
scintillations in regions where scintillations occur, and during
their period of occurrence (most often after sunset) when ionization
irregularities are most prominent. The 90 percentile ionization
irregularities are estimated to be 16 db at 335 MHz vs 3 db at

1.6 GHz. Hence the increase in ionization loss reorders the net
performance of the UHF and L-band signalling approximately the same.

In addition, the addition of an earth coverage UHF antenna system
to the L-band antennas on board the satellite materially adds to
the cost and complexity of the satellite system.
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Figure 2-11 Comparison of cumulative amplitude distributions for
TACSAT I UHF and S-band signals; Guam, 1l October 1972,
0945 to 0950 GMT. (M. R. Paulson, Dr. U. F. Hopkins,
Naval Electronics Labs, TR-1875.
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2.5.7

QZA Code Period

The C/A codes considered are all of the Gold code family

constructed as the product of two maximal length sequences

(period 2“-1) of the same period. As already discussed, the

advantage of Gold codes is the known low cross-correlation

between any two different codes in the family of (2“+1) codes

regardless of the phase offset bit for zero doppler offset.

The specific periods considered for the Gold codes were 511,
1023, and 2047, and 1023 was selected.

The code period affects at least three primary elements of

system performance:

Acquisition
for a given
satellites.

time is but

Acquisition time - Based on time required to search
and to acquire the code if fixed signal power, noise
background level and assuming no priority information

as to code phase.

Cross-correlation interference between two codes
from different satellites of arbitrary phase difference

but no doppler offset.

Cross-correlation interference between two codes
from different satellites of arbitrary phase offset

and any doppler offset consistent with the orbits.

time is linearly proportional to the code period,
signal-to-noise ratio and no interference between
It is clear however, that the C/A code acquisition

one element in the time to first fix for either the
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P or the C/A channels. One must add on to this quantity

the time to recover a data frame 30 sec, the time to handover
from C/A to P channel =6 sec, plus any PSK receiver carrier
recovery and bit synchronization time plus the computation

time. Thus this number is expected to exceed 36 sec for a single

satellite signal.

Acquisition cimel* for the C/A signal is expected to range over
values roughly corresponding to an average search rate of 20

chips/sec or

{ Period Tacq Taeq + 36

I a

| 511 25 sec T, = 6l sec
! 1023 50 sec 1.34 T, * 86 sec
|_ 2047 100 sec 2.2 T = 136 sec

For this range of acquisition times, it is clear that the use
of the 2047 period code rather than the 1023 or 511 code has
substantially increased the time to first fix. With this
assumed average search rate however, the 1023 bit code has only

increased Tacq + 36 by 34%.

¥ Note that 1T some system time information so that the code
need be searched over only + 50 ysec or 100 C/A code
chips, then the acquisition time is the same for all three
of these code periods. For a 20 chip/sec average search rate
the acquisition time would only be 5 sec.
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The cross-correlation interference between two codes is most
significant when the signal strength from the interfering
satellite is strongest relative to the desired signal. This
situation exists when the desired satellite is at a low elevation
angle having both increased path loss as well as being in a
position of low user and satellite antenna gains relative to

an interfering satellite which is directly overhead. Differential

signal strengths on the order of 10 db are possible.

For a stationary or slowly moving user, and the desired and
interfering satellite in the same plane, this worst case
environment occurs with maximum doppler offset. For satellites
in separate planes and user motion doppler components, the
relative doppler shifts can be reduced or even zero at least
for a short period of time. Hence, cross-correlation properties
of the codes both for finite and zero doppler shifts are
significant with the weighting being somewhat heavier on the

finite doppler situation.

Notice however that when there is doppler shift, the relative
code phase is continuously changing. For example, if the doppler
shift 1s 1.5 kHz on a carrier of 1.5 GHz, the 1 Mbps code phase
is changing at a .1 bps rate. Hence, the relative code phases
are changing 1 code chip/sec and cross-correlation sidelobes

when they do appear, appear at full strength for less than a

second.

The following table gives the significant parameters of the code

cross-correlation properties for the 511, 1023 and 2047 bit codes.

The parameters are measured with respect to the auto-correlation

ak .
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DE PERIOD
Parameter 511 1023 2047 |

Peak Cross-correlation
(any doppler shift) -18.6 d» | -21.6 db | =24.6 db

Peak Cross-correlation
(zero doppler) ' -23.8 db | -23.8 db | -29.8 db

Probability of worst case
Oor near worst case
cross-correlation 0.5 0.25 0.5

Thus the worst case cross-correlation with doppler decreases
by 3 db with each doubling of the code period. Note that the
zero doppler cross-correlation worst case is not nearly as high
as with doppler and it does not decrease as the code changes.
On the other hand, this worst cuse occurs only half as often as
for the 511 bit code. ”

The 1023 bit code has a worst case cross-correlation of -21.6 db.
Hence, even if the interfering signal is 10 db stronger, the
signal-to-interference ratio is + 11.6 db. Since the worst case
is a momentary effect lasting typically less than 2 seconds,

the degradation caused by this interference is tolerable. An
additional 3 db degradation, on the other hand, could lead to
situations where system gain changes cause a disturbing false
alarm rate during acquisition and a periodic substantial (3 orders
of magnitude) increase in error rate. Thus the 1023 bit period
code under worst case conditions provides a substantial improve-
ment in performance relative to the 511 bit code. Although the
2047 bit code has an eveﬁ better multiple access performance
than the 1023 bit code, its use would double the acquisition

time to undesirable levels.
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2.5.9 P _Signal Code Period
The period of the P signal is related to the method of

achieving transmissior security (TRANSEC) while having
multiple satellites to secure. Security is achieved by driving
a TRANSEC device with a pseudo-random code X(t) of period M.
The output of the TRANSEC device also has period M. In order
to assure security, the TRANSEC device should be rekeyed before

the code X(t) repeates.
Several approaches to the transmission security are available;

° A single TRANSEC device can be used for
all satellites with 7 day or more separation
in code phase. As described earlier, the codes

are all reset at precisely 7 day intervals.

® An alternate approach is to use the same
code phase for all satellites but to use
separate TRANSEC keys for each satellite.
This approach has a major disadvantage in that
the satellites are indistinguishable without
the TRANSEC. Furthermore, rekeying must be
performed at each user equipment to multiplex

between satellites.

° Separate PN code streams can be used at each
satellite and the same TRANSEC device employed for
all satellites. In this case, the low cross-
correlation between codes for all code phases
must be assured. Even 1f this is accomplished
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the transmission of code time of day in a
simple format does not appear as simple as
it is with code phase separation. Further-
more, the user equipment must multiplex
between code generators or contain

separate code generators for each satellite.

Other concepts were also examined which had code periods both
longer and shorter than 7 days. Periods shorter than 7 days
were felt to require rekeying at too rapid a pace, and longer
periods appeared to complicate the P code generator leading

to unnecessarily higher costs.
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2.6 DATA TRANSPARENCYX

The up-link data frame should be loaded in discrete segments

by an up-link command system. With the exception of the time-
of-day word, TLM and identification which is generated on board

the satellite, each block of data is transmitted on the up-link
command system with a built-in identifier and parity check. The
block identifier is then used to identify which segment of satellite
memory it should be loaded into. The blocks of up-link data

are formatted as shown in Figure 2-12,

Memory
AddIlll Data Parity

PEAIIY L

Figure 2-12 Typical block of data loaded into satellite.

The satellite then acts in a transparent mode simply trans-
mitting each data block plus parity on the down-link data

stream just as it arrives.

The advantage of this transparent mode is that it requires
minimal on-board processing on the satellite. Even the parity_
bits are generated on the ground. It has a further advantage
in that the down-link can be used for data transmission. A

given ground station can quickly load the appropriate section
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of satellite memory for down-link data transmission with
relatively little delay between up-link transmission and down-

link broadcast.
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2.7 IFFER E

This section provides a brief discussion of the ranging
concept used in GPS and how the signal and data format are

used to perform the measurement.

Refer to Figure 2-13 which shows the signals received from
two separate satellites at satellite system times (corrected)

at T) and Ty arriving simultaneously at
Tb - Tl + Tl(Tb) . Tz + 72(Tb) .

The path delays correspond to the position of the user receiver
at system time T,. The user receiver does not have a precise
time standard with which to measure T,,. He does however know

that
Tl + 11(Tb) = T2 + 12(Tb)
N(Ty) - T2(Ty) = Ty = Ty

This differential path delay 7T - T, places the user on a
hyperboloid and of course three such measurements from four
satellites can be used to solve for the user portion. The
location of the hyperboloid is also dependent upon the precise

position of the two satellites at time T, and Ty.

For a moving user it is important to note that the above path
delays are measured simultaneously and they are defined as

the delay at the time of reception. 1f the delays were defined
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as the delay at the time of transmission, then 7)(T), T7,(T)

would correspond to different user positions for a moving user.

As an aid to understanding the operation, assume that a shutter
is opened at the user receiver at time T, and that a very short
time sample of the waveforms from each satellite are examined.
If each waveform sample is time tagged, then the associated

time tags for satellites 1, 2 read Ty, Tjp, respectively.

The time tags for each signal can in fact be read, say from
the P signal from the 1.5 sec X; code epochs corresponding

to the "all ones" state in the corresponding X; shift register
in the user equipment and counting clock pulses until the
hypothetical shutter opening time T,, occurs. Of course the
shutter is really just an imaginary device, and the received
signal must be observed continuously or at least for a sub-

stantial period of time to keep the P sequence code loops in

Epoch
4
X3 Code Gen ‘ :
—] =T
sat. #1 | Clock ~| Ccounter > | T
Epoch
[ r Time
X Code Gen Difference

Counter »~| Subtractor

sat. #2 | Clock - :’T a
2 2™ 0y

Figure 2-14 Configuration in User Equipment
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lock or .» have them acquire in the first place. The computa-
tion of the time difference in transmission time can therefore

be carried out as shown in Figure 2-14,

In reality the P sequence clock state does not truly represent
system time T,, but has an error in it corresponding to satellite
clock drifts, etc. The down-link data stream carries with it

a correction algorithm which relates the P code clock T; to

true system time Ti (or at least the best estimate which can

be made)
]
T]. r Tl + FT(T].-TO)
where Fr( ) 1s some series correction which is a function

of the time since some reference time To-

Similarly, the position of the satellite is carried in the
data stream as the three-dimensional vector function of the

satellite clock reading
-

This reading of ;I, i;, and T2 “ Ty = TN are then fed to
the user computer to obtain one of the elements of the solution.
When the inputs from the other satellites are read in the
compUter as shown in Figure 2-15, the estimates of the user

position §:(Tb) Ls read out.
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Clock Satellite

Correction Position
Dlltl Data
T)=Typ =™ <t X1(T)) —
2 T
= |
T2
3(5 (T)
T3-T, ¥ = BE:
3
Tl -T 4 — < X4 (T") —

(] (]
Corrected T1 - T
Time - #

[ l h

User Position Estimate §:(Tb)
at Measurement Time Ty,

Figure 2-15 Simplified Functional Flow of Computation in
User Equipment

2-48



SECTION 3
SIGNAL PERFORMANCE SUMMARY

3.1 SUMMARY OF SYSTEM PERFORMANCE

In this section the performance of the user receiver is
examined in each of its operating modes. The performance is
sumarized jin terms of the required received carrier power
into an isotropic (CP) receive antenna. This required power
level is then related to the specified receive power for the

C/A and the P signals to obtain the receiver margin.

The signal power requirements are then related to the satellite
power requirements based on the link calculations and margin

requirements for ionospheric scintillation and other effects.

Each of the major elements in the user receiver and link
calculations is discussed separately in a later paragraph of
this section. More specifically, the performance discussion

considers such elements as:

° Multiple Access Effects on Data Detection
and Acquisition Time

° €/A Code Acquisition by Sequential Detection
® Ionospheric Scintillation Losses
® Correlation Loss Caused by Filter Distortion

° Effects of Oscillator Instabilities on Data
Detection

o User Antenna Off-Beam Loss

° Space Loss and Doppler Shift.
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Table 3-1 shows a summary of the User Receiver power require-
ments. Since many of the loss contributions differ depending
on which mode of operation is being employed, e.g. data
detection or acquisition and which signal, P or C/A, is being
examined, it is necessary to tabulate this power requirement

in three columns, C/A acquisition, C/A data, and P data.

The C/A acquisition column lists the power requirements for
inicial acquisition of the C/A signal. The required power
level for the data detection of the C/A and P signals are
listed next. A bit error rate of P, = 10°° is assumed.
Clearly however, the error rate performance should degrade

gracefully at least to P, = 10'3 for a 2 db decrease in power.

The demodulator loss in the table is the excess loss in
addition to the filter distortion correlation loss, multiple
access loss causec by demodulator imperfections. The user
antenna coupling loss includes the coupling mismatch and
losses for relatively short cable lengths from the antenna to

the RF amplifier. The noise density is
N, = kT = -228.6 dbw + T (db)

where k 18 Boltzman constant and T is degrees Kelvin. If

T = 813% or F = T/290°k = 2.8 or 4.5 db, then N, = 199.5 dbw-Hz.
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Table 3-1

GPS User Receiver Calculations

C/A
Acquisition C/A Data P Data
Data Rate 50 bps - 17.0 db-Hz 17.0 db-Hz
Eb/No for Data Error Rate 10-5 = 9.5 db 9.5 db
Acquisition within 50 sec 31.0 db-Hz = -
Carrier Recovery Loss* : 1.5 db 1.5 db
Filter Loss 0.2 db 0.2 db 1.0 db
Multiple Access Loss 0.4 db 2,3 db =
Demodulator Loss (imperfect
adjustment, etc,) 0.5 db 0.5 db 0.5 db
Subtotal 32.1 db-Hz 31.0 db-Hz 29.5 db-Hz
User Antenna Coupling Loss 0.5 db 0.5 db 0.5 db
User Antenna Off-Beam Loss 2.0 ddb 2.0 db 2.0 db
(relative to isotropic)
Required C/N 34.6 db-Hz 33.5 db-Hz 32.0 db-Hz

User Noise Density No

Required C to Isotropic
CP Antenna

Mnrgiﬂ*kelative to
'-160 dbw C/A
=163 dbw L1-P

=199.5 dbw-Hz

=164.9 dbw

4.9 db

- 199 1 db"-Hz

-166.0 dbw

6.0 db

=199.5 dbw-Hz

-167.5 dbw

4.5 db

*This carrier recovery loss is the worst case for a 5g vehicle accelera-
tion. For a stationary user the loss is approximately 0.1 db.

*% Note there is an additional 3 db link margin on the down-link to
accommodate ionospheric scintillations and other abnormal losses.
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For received signal power flux densities at the user receiver
sufficient to provide -160 dbw and -163 dbw for the C/A and P
signals respectively on the L2 channel, the worst mode margins
are 4.9 db for the C/A channel and 3.7 db for the P channel.

Most of the time there is an additional 3 db margin on top of
this because of the down-link margin required for ionospheric

scintillation.

The L1 down-link performance calculations are summarized in

Table 3-2 for the C/A and P channels. The space loss calculation
is based on Figure 3-1 which shows the user-satellite distance

to be 13,680 n.mi at a 5° elevation angle. In this calculation
the only difference in the loss calculations for the P and C/A
channels is in the filter loss. The bandpass filter at the
output of the power amplifier will have a slightly greater

effective loss on the P signal because of its wider bandwidth

correlation loss.

The excess propagation loss is usually not present as described
later, however 3 db is allocated for this loss. This loss is
to account for ionospheric scintillation near the magnetic

equator or the poles or for fading due to sea surface reflections

at low elevation angles.

Thus the required L1 power levels for the satellite power
amplifiers is estimated to be 40 watts for the C/A channel

and 22.4 watts tor the P channel.
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Table 3-2

GPS Satellite Power Requirements

c/a
Space lLoss at 5° Elevation and 1.600 GHz
97.796 + 20 loglof(GHz) + 20 loglor(n.mi) -184.7 db
Antenna Gain (earth coverage) at -3 db points + 12.2 db
Transmit Antenna Coupling Loss - 0.5db
Transmit Filter Loss (0.5 db for P) - 0.2 ddb
Propagation Loss (lonospheric scintillation
or fading) Margin - 3.0db
Total Loss -176.2 db

Required Satellite RF Power Amplifier Level

For Received Power -Igé dbw -155 dbw

-176.2 -176.5
For Required Power 16.2 dbw 23.5 dbw

or 39.9 watts or 22.4 watts
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Fig. 3-1 Distance from User to Satce.lite for 12 Hour Orbit

Hhx‘» Satellite

Circular Orbit
Define the followi 0 - eccentricity
Earth Radiue;0 W povansiens
R = 3443.9n.mi r =R+ H= 14,346 n.mi
Satellite Altitude

H=10,902 n,mi

r’ + R? - 2Rr cos @ = Distance to User

O-cos" R _cos a cos (0 +a6) =Rcosa
R+H R+ H

User elevation angle =a, For @ = 5° , then the angle @ = 72°

Thus, cos 6 = 0.3090. The distance D is then computed by

p# = 2,0580771 x 10°
R = 0.11861136 x 10"
r*+R? = 2,176688 x 10°
-2Rr cos 8 = 0,3053391
—E’ = 1,8713 x 10°
Thus the distance to User is then G = 1,368 x 10* a.mi

3-6



3.2 DATA DETECTION IN THE PRESENCE OF

After bandwidth compression by the P or C/A spread spectrum code

.racking loop, the IF waveform consists of a PSK sinusoid modulated by

the data. 1In addition, the PSK signal is also modulated by
the phase noise of the sactellite oscillator, and, more signifi-

cantly by the phase noise in the user receiver L-band down-

converter.

It is assumed hare that the resultant PSK signal is to be
coherently detected using a conventional PSK demodulator. The
phase noise and doppler shift must therefore be tracked accurately
by the PSK carrier recovery loop. Any residual phase noise not
tracked by the phase-locked loop plus any thermal noise intro-
duced by the noise bandwidth of the loop of course degrades

the error rate of the receiver, or in effect requires an

increase in received signal power for the same error rate.

A simplified model of the PSK modulation, additive and multi-
plicative noise, and demodulation operations are shown in
Figure 3-2. 1In the initial part of this section doppler

rate effects are ignored and the multiplicative (phase)

noise is modeled by flicker noise and is in turn related to
oscillator short-term stabilities. From this phase noise
gpectrum ona can then determine the required .:oise bandwidth
of a carrier recovery phase-locked loop. Finally, the noise
bandwidth of the phase-locked loop properly normalized to

the BPSK data bit duration 1/40 sec can then be used to

determine the degradation in error performance.
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Assume first that the resultant phase noise contributed by

the two oscillators has a

Gyp(w) = Klu®  for e=lu|uy
= Klew® for |w|=¢
The constant K is in turn related to the short term frequency
stability Ao = Af/fo where Af ie the rms frequency error and fo
is the center frequency at which the frequency error is measured.
A measurement period of T sec employed for the rms frequency
error variance. The frequency variance for this phase noise

*
spectrum 1is

orp? - %/GoF(u}) (L'i-g“—‘ﬂ> do = & [1.92 + In ﬁ]

and Af = OTF/ZU Hz. 1If fo =1.5%x 109 Hz and the resultant
A = Af/f 18 10719 gor 7 = 0.1 sec, ¢ = 1074 Hz, then

2
o152 - K (13.4) and x - Ry (meo)z o v (zx lré‘)

or K = f% = 0.07

A second-order carrier recovery loop operates on the squared-
signal which has double the phase noise amplitude or 4 times
the phase noise power in the ¢{t). However as long as this
phase error 1s not ;ufficient to cause cycle slippage and the
loop remains quasi-linear, the requirements on phase error

are placed by the rms phase error in the carrier at the IF

*J. J. Spilker, Jr., '"Class Notes EE 497" Stanford University,
1970.
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frequency. Thus the phase noise in the squared carrier

recovery is divided by 2 in amplitude.

For a phase-locked loop with damping constant of ¢ = 1//2,
the closed-loop noise bandwidth B, (one-sided) is

. 3.33 £ " 0.503 Wy

where fn - wn/2r is the loop natural frequency. The phase

error for tracking the flicker noise is

oez = K/lbmn2

2 n-2
1£0, =1)— thenw ? =k/(1 x 1072, 1£K =101 then

10 _ Ji0
- 10 . M0 . 4546
“n " 10

Thus the required noise bandwidth By * 1.58 Hz.

Define the normalized phase-locked loop bandwidth BTy,

where Tb = 1/50 sec. Since R, = 1.58 Hz, then

B Ty, =

1.58
n 50

Define also the IF input bandwidth W Hz preceding the square-
law carrier recovery loop. This bandwidth must be sufficiently
large to accommodate doppler frequency shifts not removed by

predication and the signal bandwidth. Assume that W = 1 kHz.

The degradation in output error probability is plotted in

Figure 3-3 vs input Eb/No for various values of normalized
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carrier recovery signal-to-noise ratio §.

1 1
8-———
BTy 1+ NOWTb7Eb

For Eb/No ¥ 10 and WT, = 103/50 = 20, the value of & is

5 50 1 - 50 = b

Thus the degradation in Eb/N° required for a P, = 10-513 less
than 0.1 db, and the Eb/N° required is 9.5 db.

Thus the expected degradation for this model of oscillator
phase noise is negligible for an L-band carrier and a 50 bps
data rate. At higher rf frequencies or a poorer short term
stability, the degradation could be significant.

As shown below however, the loop bandwidth for a dynamic
user is expected to be limited by user dynamics rather than
phase noise, and this effect is not negligible.
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3.2.1 v] e a Sffects

In a high performance aircraft, acceleration effects can
dominate the oscillator phase noise effects. The phase-
locked carrier tracking loop bandwidth must then be widened

to accommocdate the expected maximum acceleration.

2

For a maximum acceleration o ft/sec” the wmaximum secured

derivative of L-band phase is

Pmax " 27, 4 x 1079
Thus the maximum phase acceleration at the output of the
square-law carrier recovery device 1is 2°max'

For a sinusoidal variation in doppler*

° =2 Mug 8in ot

or ‘s = /2 Mwi cos wyt 2omx =22 M“‘E)

The required phase-locked loop noise bandwidth for a residual

rms phase error ge¢ for 2°max is

B, = fm-x(ZM/0¢)% Hz, l-sided bandwidth for a
second-order phase-locked loop with damping { = 0.5. Rewrite
the equation in terms of zaﬁax

£2 % -
; 'L<(£m) ) oy =V L

N Voe \202 m@2m© £2 2-2

*Note that the user dynamics considered here contain all
derivatives of user motion, and the use of a higher order loop
does not eliminate constraint on loop noise bandwidth.
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Thus B, expressed in terms of the maximum acceleration becomes

E o 0 e
Bn ) N l/.;._L_‘i_l‘_&_ = 2}‘/1!0 for fL = 1.6 x 109
2% o¢
and 0¢ = (0.8

If a = 5 x 32 ft/sec3 , then
B, = 2% V160 & 25 Hz

Thus for high acceleration users the noise bandwidth is
completely dominated by the requirement to track the user
acceleration unless this component is removed by the use of

accelerometers prior to carrier tracking.

For Eb/No = 15 and WT, = 20 the value of ¢ for B, = 25 is

then
1 1 2 2
) = = —fyy = =2 = 0.8

For this & there is & degradation in Eb/No performance of

approximately 1.5 db.
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3.3 MULTIPLE ACCESS EFFECTS ON

Data detection on a C/A channel has both interference effects
from other C/A signals to contend with as well as additive
Gaussian noise. As described earlier, the C/A signals have

a finite cross-correlation with one another depending on both
code phase and doppler offsets and the relative signal strength
of the desired signal relative to the interference components.
This interference is exhibited as a PSK sine wave modulated by
the same data and Manchester code as on the interfering C/A
signal. Thus it passes through the user receiver IF filter

a8 a co-channel interference.

Multiple access interference effects on the P signal are
negligible under normal operating conditions because of the
larger P signal code chip rate and the much longer P code
period. Hence the discussion below applies only to the

C/A signal.

Figure 3-4 shows the required increase in signal power to

8 vs the ratio of

support an error probability of P, = 107
signal power P, to interference power PI. Only the curve
for binary PSK, M=2 apolies here. For the worst case of
doppler and code offset, the cross-correlation output caused
by an interfering C/A signal of equal power to the desired
power is -18.6 db. The interfering C/A signal could be 8 db

stronger than the desired signal, thus could produce a
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Figure §-4 Degradation in MPSK signals caused by
co-chamnel interference single sine wave
interference. The ratio of signal power
to interference power is P./PI (P, = 10-6y .

momentary co-channe]l interference which reduces Pg/P; = 10.6 db.
This interference level would produce an effective signal power
loss of 2.3 db. The loss would ﬁéaghly at this peak value

for a fraction of a iecohd'however. when the interference

code phase has a precise code offset relative to the desired
signal. A change in cé§e ofZsei: phase of only 0.25 usec
generally 1nc;eales che'¥./PI by‘g db, and reduces the loss

to 1.7 db. Note that this co-channel interference is not as

severe as Gaussian noise of the same power.

*The duration depends on the doppler shift - see Appendix A -
and the code width because the range is changing with time.
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The doppler offset required to produce this interference
level is n x 1 kHz for the nth line component. Hence the

code phases must be changing by at least

n x 103 1.023 x 10° chips/sec ¥ 0.6 n chips/sec.
1.6 x 10
Thus the code phase remains in the vicinity (+ 1/4 chip)

the interference maximum for no more than
AT -%1—.% 0.3 sec.

At 50 bps data rate, however, this interference would tend

to corrupt roughly 50 x 0.3 = 15 bits in a row.

The effect of the co-channel interference on the non-coherent
detection operation used in sequential detection is expected

to be less because the signal power is only comparable to the

noise power. The co-channel interference causes the effective

noise level to increase and the threshold of the detector must be set
slightly higher. If the interference power acts as thermal noise
of the same power level (probably a worst case) and the signal

ard noise powers are identical, the effective noise power

increase in the worst case (P./PI) = 10) would be
P, (1 +&,) = 1.1Pp,

or approximately a 0.41 db increase in noise power. This

result corresponds to the PO/PI = 10.6 db described above.
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Thus the multiple access interference on the C/A signal on
the data and acquisition can be summarized as the effective

signal power losses

Data Power Loss 2.3 db
Acquisition Power Loss 0.4 ddb
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3.4 G/A CODE ACQUISITION BY SEQUENTIAL DETECTION

Initial acquisition of the C/A signal can be performed by
sequentially searching each time offset cell in 1/2 chip
increments. At each time cell, the decision is made that either
the signal is or is not at that code phase. Figure 3-1 indicates
the time offsets examined for the worst case relative code phase.
At the most favorable code phase one of the samples occurs
exactly at the correlation peak rather than at a 1/4 chip code
offset as shown in Figure 3-5. Thus, in the worst case relative
phase the effective sigral power is reduced by a factor of

(0.75)2 = 0.563 or 2.5 db.

C/A Autocorrelation

Time
w:ret Cas: ’//,Offoet Cells
Time Samp e;\\

e X* %
=T t

T/b
Figure 3-5 Time Offsets Searched
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Assume for purposes of this analysis that the detection
operations are to be based on non-coherent processing of the
signal in an IF filter bandwidth of 1 kHz with magnitude samples

taken every 2 msec.

A total of m sampled non-coherent correlation measurements are
made at each cell until the signal is either rejected or
accepted. An acceptance threshold is determined by the allowed
probabliity of false alarm, pfa, and the rejection threshold

is set by the allowed probability g of missing the correct cell.
For a false alarm probability pfa = 10'8 and a probability of

detection of 0.9, the required number of samples per cell is¥*

S/ ]
-3db 32
0db 10
3 db 4

where S/N is the effective signal-to-noise ratio in the IF.

Thus if the C/N, = 29.5 db, the signal-to-noise ratio in a
1l kHz frequency region is -0.5 db and the effective signal-to-
noise ratio is decreased below this value by 2.5 db or S/N = -3 db.

*M. B. Marcus, P, Swerlin “gequential Detection in Radar with
Multiple Reaoiution Eleme%fs," IEEE Trans. Information Theory,

April, 1962, pp. 237 = 245.
=20



For this S/N =-3db then 32 sample times are required for

each cell, and the total search time for 1023 cella 1is
chq = 1023(32) 2 msec = 64 sec.

1f the received C/N, is increased by 3 db to 32.5 db, the

acquisition time decreases to
Tacq = 1023 (10) 2 msec = 20 sec.

For a 45 - 50 sec acquisition time, a received C/N, of 31 db

is considered to be a realistic number, and is used in the

link budget.
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3.5 IONOSPHERIC SCINTILLATION LOSSES

Electron density irregularities, believed to occur in the

F region of the ionosphere at 240 - 400 km, can cause multiple
rays from a satellite to arrive at a user antenna. These

rays can add together in phase or out of phase and thereby
cause a scintillation effect, or fluctuations in amplitude

both above and below the nominal value.

The ionospheric irregularities are elongated having the major
axis aligned with the eerth's magnetic field lines. The most
intense scintillation ectivity cccurs in the auroral regions
and in a region within + 25° 0f the magnetic equator at night,
particularly in thz hcurz Zpllawing sunset to perhaps 2:0C a.m.

local time. The mos: “rn=znge zcinriligtioa occurs during times

of high sunspot activizy.

Relatively little data appears to be available at L-band,
however the Naval Electronics Laboratory Center* and the

Alr Force Satellite Control Facility at Guam have taken con-
siderable dacta at UHF, S-band and X-band. 1t appears evident
that the variation of loss with RF frequency depends somewhat
on the ionospheric irregularities themselves, but a reasonably
good approximation %8 the: <ire 25 percentile loss measured

in db is aporoximetely invexreely orozortional to frequency,
namely

L db ~ Li%.

*. R. paulson, R. 1. 7. Hopkins, "Effects on Equatorial
Scintillation Fading onm SATCOM Signals,'" 8 May 1973 Naval
Electronice _a>costrys Tettar 820 Dlezo, Californmia.

Cives Tty 5!31_&2 e L s T |
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For example, measured nightime path losses for 95 percentile

conditions during 1972 at UHF and S-band were

250 MHz 22 db
2.3 GHz 2 db.

Interpolating between these numbers yields an approximate

95 percentile loss at Ll and L2 of 3 db and 4 db, respectively.
At infrequent times, the losses will exceed these 95 percentile
values of course. For example, on occasion the NASA

Tracking Station on Guam has observed variations as much as

8 db peak-to-peak. Note however that the peak-to-peak varia-
tion is not the peak loss, since the signal strength actually
increases significantly more than its nominal value during
scintillation. The duration of each of these fades, incidently,
is on the order of seconds and the total period of scintilla-
tion may lazc for hours. Hence it is impractical to use
redundancy on the data to correct the data during such a

long fading interval.

Scintillations observed at user receivers separated by two
miles or more are essentially uncorrelated because of the
finite length of the ionospheric irregularities. However
the distances required for every reasonably low spatial cross-

correlation appear impractical to use for space Jiversity even

on board a large ship.
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Frequency separation of even 100 MHz still produces a significant
scintillation = 0.5. Thus one does not expect the ionospheric
irregularities to distort significantly the GPS signal of

=14 Miz 3 db bandwidth. The L1 and L2 frequencies on the

other hand are sufficiently far separated = 350 MHz that the

scintillations on these two channels are essentially uncorrelated.

The depths of fades appear to be slightly more severe at low
elevation angles than at the zenith. However the differences
observed by NELC thus far are not really conclusive on this

point.

In summary then, scintillation appears to produce a 95 percentile
fading of 3 db and 4 db at L1 and L2, respectively. This loss

is expected to occur only in the limited geographic regions

near the poles and in a belt of roughly + 25° relative to the
magnetic equator. Furthermore the scintillations usually

occur only in an 8 hour interval following sunset. Neverthe-
less, this is a significant geographic region and a significant
period of time.

The corresponding losses for a UHF frequency of 250 MHz would
have been 22 db or approximately 18 db more than at L-band.

Peak losses of up to 50 db at UHF are predicted by the NELC
report if the observed patterns are generally valid. Thus
there are some strong reasons for selecting an L-band channel

over a 250 Miz UHF frequency.
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3.6 CORRELATION LOSS CAUSED BY FILTER DISTORTION

The coded PSK signdi'is distortéd 'slightly by both the satellite
filter used to attenuate ilmage frequency components and side-
band energy, and user equipment filter employed for elimina-
tion of out-of-band noise components. These filters distort

the transmitted signal and reduce the ef{ective power to the
cross-correlation receiver as shown in Figure 3-6. Although
this cross-correlation loss is generally mﬁch less than the
inter-symbol interference one encounters if trying to de-
modulate each individual bit in the code x(t), it can still

be significant.

The original signal x{t) ccs w,t hes a constant envelope and
zero width transitionz in the bit pattern. The filtered signal
having passed througr t™2 composite Iilter H(f) representing
both satellite and user equipment filters, can be represented

in complex form as

v(t) 3ot

where v(t) is the complex eAvelope. This envelope is generally
fluctuating particularly'at the 180° phase transitions of x(t).
In addition v(t) can have a quadrature component if the filter
transfer function has an asymetric amplitude component about

the center frequency w, Or an even phase component.
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The complex cross-correlation between x(t) and v(t) is

Ry = 3 [ VO x @) @

where v*(t) is the complex conjugate of the distorted complex
envelope, x(t) is the originel mocduletion, and 7 is the realtive
time shift. This expression can be rewritten in terms of the
filter transfer function H(f) = M(f)ej'(t) and the spectrum

of x(t), Gy(f).

Ryy (7) -[ n*(e) o (Hed?"t af

where Gy(f) = EAZ sincz (ifﬁb is the power spectral density

of the original modulation.

As an example consider the filter with constant amplitude
characteristics M(t) = 1 and a cubic phase characteristic

(parabolic group delay variation)
o(t) = 2rA%e3/3
where A 18 the code chip width, T is the group delay at £ = 1/A.

If +T = -A, which coxrel&onds to the cubic phase deviation of

o= 2|1 %_}'n:‘ 120° at £ = 1/A = 10 Miz
A 1 Ve 0

then the cross-correlation (coherent and non-coherent cross-
correlations are equal for odd phase functions) has its peak

value at T = 0.1A and the peak value is
Ry (T=0.1) = 0.9

relative to 1.0 for a distortionless filter. Thus the power
3-27



out of the crose-correlator hec Jecreazec by a factor of

0.8 or a 1.C ¢> loss =eletlvs teo the recelived signal power.

The above 1.0 db filter loss is representative of the loss
expected for the P signal. The C/A signal on the other hand
should have a smaller loss because its bandwidth is only
1/10 that of the P signal and it is centered in what is
presumably the most ideal portion of the filter transfer
function. 1If in the vicinity of the C/A signal pass band the
filter amplitude character'stic 18 flat M = 1 and the phase
alternates between +05. =0, +°E” « +« +5 etc. with frequency
step Af at a ranic nit2 covnared to L W¥z, f.e. Af <<1 Miz,

then it is easi’.v ehown =2t he <-ngg-correlation loss is
Co8 ¢,.

For ¢g = 0.2 xadien, Ihle cycers-c mwelstion logs in amplitude
is

! dodal o oot eanead !

cos O 2 =10, 98
A AR N R (et e
and the effective power is reduced by a factor of 1.04 or
0.17 db. Thus the C/A distortion loss should be held to

0.2 db.

One can therefore summarize the maximum losses to be expected

on the P and C/A signals as below.

w.lter Distortion Loss

P Signal | 1.0 db

DU T 1O SRS T TE Y L L bl

T -+ Lo . -

C/A Signai 0.2 db

byl de Lhai CLulonmwid oo
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3.7 ANTENNA GAIN AND COVERAGE PATTERN

The user equipment receive antennas operate on a dual channel

L1, L2 frequency circulerly polarized wave. The gain of the

user antenna 1s restricced by the wide angular coverage desired to
provide low Geometric Dilution of Precision (GDOP). Not only

low elevation angles are desired, but many of the user equip-
ments are on maneuvering or rolling vehicles, high performance
aircraft or ships. Vehicle roll of 30° is common during a

steep bank or in heavy seas.

Thus if coverage is desired to elevation angles as low as 30°
above the horizon, the antenna roll pattern must have a reasonable
gain at 90° off boresight. The antenna gain to be used here

then is the minimum gain within 90° off boresight in the roll
pattern. It is desired to reduce the antenna gain for angles
considerably more than 90° off boresight to reduce multipath

reflections from the sea surface.

Two antenna types are reviewed here: the orthogonal mode
crossed-slot antenna, and a variation of the crossed-slot
called the turnstile antenna. Both are considered in conjunction

with the finite curved ground plane of an airborne user.

3.7.1 Turnstile Antenna

The turnstile antenna discussed by L. V. Griffee* is an antenna

composed of four symmetrically located radiating elements fed

*L. V. Griffee, "Airborne UHF Satellite Antenna,' Abstracts of
Twenty-Third Annual Symposium, USAF Antenna Research and Develop-
mert, Allenton, Illinois, October 1973.
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in phase quadrature to produce circular polarization. The
antenna provides a gain of 0 to 3 db over 90° of the upper
hemisphere. The radiating elements resemble four shunt

fed monopoles grounded at the outer periphery and sloping
upwards toward the center to a roint where the tips of the
monopoles almost toucl. The gapns between the monopoles
viewed from the boresight form a crossed-slot. It in fact
can be described as a modified end-loaded cross-slot antenna.
The four symmetrically located radiating elements are mounted

in a square cavity.

The antenna designed for 400 MHz operation was 20" x 20".

Thus if scaled to 1.6 GHz, the antenna is only 5" x 5".
]

Antenna patterns for circular polarization are plotted in
Figure 3-7, along with patterns for spiral and monopole
antennas. The 0 db gain level is marked and the antenna

gain is plotted in db vs roll angle of the aircraft.

As can be seen from tpe measured antenna pattern, the gain is
approximately 2 ¢b tq.-2 db at 936 roil angle. Even at 100°
or 10° below the horizon, the gain_is -4 db. Hence for a

wide coverage regién, R ablggin appe;rs péssible and a -2 db

gain seems to be a reasonable assumption.
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Even though these patterns were sceled to 400 MHz (actually

measured at 2.5 Gilz gzzroxinatasly -2 seme type of antenna

should prove usefi’ gt 'L-%gnd.
E - LIV ) ) (0 (R Pl T
ol
3.7.2 Crossed-$lof Anteunng |

Cavity-backed crossedeslot. enternas heve been built by Boeing*
and others for the Zepgar:iment ol Trepspportation. The antenna

investigated is shown in Figure 3-8 and consists of a cavity-

backed iris consisting of two orthogonal half-wavelength slots.

The orthogonal slots are etched out on a 1/8 inch thick,
2-ounce copper-clad Teflon-loaded fiberglass plate mounted
in the antenna aperture as shown in Figure 3~9 . The slots
are fed in balance by capacity coupled copper strips as

shown in Figure 3-10.

The resulting L-banc antenna developed & peak gain of 4.5 db

with respect to circu»a- *zc*—op*c.l The design goal was to

have a ga'n of -2 db or better for elevation angles of 10°

e e 1y LI g
or higher. Tbelgnt917£ jﬁfgern volta;e méasurements shown
in Figure 2=00 i-dloena rh;é fZor elevetion angles greater
than 10° the gein e ppproximetsly -. b and even at 0°
elevation angle.(q;.ﬁo._rpl} angle) the gain is approximately

-2 db. [ A I LR S A T

*T. Olsson, B. P. Stapleton, 'L-Band Orthogonal Mode Crossed-
Slot Antenna and VHF Crossed-Loop Antenna,' U.S. Department
of Transportation Report #DOT-TSC-130 by Boeing Company, 1972.
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Figure 3-8 Cavity-Backed Orthogonal Slots
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Mounting flange
Teflon plate sealing
Radiating aperture®

Foam (rigid--closed cell)
\Ouadmuu hybrid*
TNC input connectors

*1/8-in.-thick, 2-07 copper clad,
Teflon-loaded ‘iberglass

} 7.4-in. dia
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Figure 3-9 Antenna Mechanical Construction

Figure 3-10 Slot Feed Arrangement
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3.8 ! IE RAT L UATIO

In addition to the ionospheric scintillation effects discussed
previously, there are also atmospheric attenuation and rain-
fall losses. The atmospheric losses are caused primarily by
oxygen and water vapor and are only of significance at low

elevation angles.

Figure 3-12 shows a plot of the attenuation vs frequency for
a variety of elevation angles. At 1.6 GHz the attenvation at
elevation angles >10° 18 less than 0.25 db. However, at an

elevation angle of 5° the loss is approximately 0.5 db.

Rainfall losses at 1.6 GHz are negligible. The loss even

at rain rates of 100 mm/hour is less than 0.002 db/Km and

the effective path length at heavy rain rates and any elevation
angle is less than 5 Km. Thus the loss is expected to be less
than 0.01 db.

Water and ice clouds are also expected to have a negligible

effect <0.1 db at this frequency.
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Figure 3-12
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SECTION 4

NCTCH FILTER INTERFERENCE REJECTION

4.1 USE OF NOTCH FILTERS FOR NARROWBAND INTERFERENCE

The use of a PN ranging signal for the GPS system has the advantage
of providing inherent interference rejection. The interference re-
jection capability is, of course limited, with the processing gain
of the particular signal in question against CW interference being

R
G = £t =
p 7Rp 50 db

where R, is the chipping rage anc RD is the data rate. While this
processing gain s thh; a‘jammer mey experience a range advantage
which can offset the processing gain, e.g., a jammer at 10 n.mi

from the GPS usexr ra2z2llzes a power adventage of about 60 db over

the received ranging signel, The question thus arises as to whether

there is some convenient and inexpensive means for providing addi-

tional interference rejection,

This section deals specifically with interfering signals that have

a narrow instant;neous bandwidth compared to the spread spectrum
signal bandwidth. Such jamming signals are important because one of
the least expensive signals to generate is a rather unstable CW signal,
Such interference cen be combatted by using a notch filter to elimi-
nate the undesired signal. Since only a small amount of the desired

signal energy s elimineted at ths seme time, there is very little
N . .
b-1
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*
degradation of user performance, The notch filter concept is

illustrated in Figure 4-1.

AGP”’InCerference

System Nqise

e Spread Spectrum
- £

(a) Received Signals before Filtering

System Noise

==l - e = e w @ w w ocm e = . e

ot e S A s = 6 e
o o

Spread Spectrum
4" Signal

> £

/

(b) Received Signals after Filtering

Figure 4-1 Notch Filter Concept

-
The preliminary investigation summarized here suggests that

the concept of employing notch filtering to reduce the effective-
ness of narrowband jamming is feasible from both a technical

and practical standpoint. The additional circuitry required
would probably increase the complexity of a 4-channel receiver

by less than 1U% (providing the capability to eliminate one

*The notch filter of course causes some distortion in the signal
outside of the passband. However, in practice this distortion
can be held to under 0.5 db.
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intertering signal) . It seems that this additional complexity
and cost may be justiflied for some users, however additional
thought must be'given to 'the jammer's alternatives for defeating
the notch filter; %.e., wideband modulation or multiple jamming
signals, and the resultant economic penalty imposed on the

jammer.
In order to determine feasibility of the notch filter concept,
it is important to examine

e Means for determining presence and
frequency of an interfering signal

o Filter implementations

o Preliminary performance estimates.

These items are discussed in some detail below.

4.1.1 Candidate Filter Configurations

There are a number of techniques which could be used to
accomplish the desired interference rejection filtering.

These technigues may be grouped into the categories of tuned

filters, fixed reject filter with tunable IF, and signal

nulling techniques Some basic configurations are discussed

below.

The first, and probably most promising configuration, is shown

in Figure 4-2. The interference signal is acquired automatically
and tracked by the phase-locked loop (PLL). The PLL output is
used in conjunction with a local oscillator to convert the

jamming signal, at frequency fo,,to the center frequency of

4-3



—- £ = f.
PLL | o i
5 o

— ;
] 1

SEARTH LOCK

SWEEP [+— L0

st PETE

(%)Lock
Indicator

Figure 4-2 Automatic Interference Rejection Configuration
. with & Fixed-Tuned Fiiter and PiLi Tuning.

h

b=



the notch filter, and the janming signal is filtered out. The
input signal is converted back to its original frequency band.

This configuration is characterized by:

e fully automatic operation
e straight-forward implementation

o wninimum effect on the desired signal.

The phase-lock system is very useful for a CW (or very narrow
band) jamming signal, or signal with a large carrier component.
However, the loop would not acquire in the presence of certain
adverse modulation conditions (e.g. biphase modulation). Use
of a Costas PLL implementation would permit tracking of bi-
phase modulated jammer, however frequency modulation of the
jammer could still cause loss of phase and frequency lock
(phase-lock is not really essential to the notch filter opera-
tion being considered here), An AFC that is more tolerant

to different modulations, but might result in poorer noise
performance, is shown in Figure 4-3. This implementation is
very similar to the PLL scheme, except that a discriminator

derived AFC is employed.

The discriminator system may suffer a disadvantage even with
some types of jamming signals which the phase-lock loop éan
track, such as a combination of two CW jamming signals. The
phase-lock loop might at least track one of the two CW jamming

signals, tune the filter notch frequency to that frequency,
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and attenuate that one carrier. If the other carrier fell
within the filter notch, it too would be attenuated. If the
interferences are of the same level, a discriminator would

try to average the two carrier frequencies and might eliminate
neither, one, or both, carriera. Thus the relative effective-
ness of the phase-lock loop and the discriminator depends on

the nature of the jamming signal.

Another technique involves parallel band-pass filters tuned
to adjacent bands, in the configuration of Figure 4-4.

The comparator measures the average power from the filters,
and opens the switches corresponding to filters whose output
powers are more than about 6 db above the average power (a
maximum of n switches may be open at once). Thus if one or
two CW or fairly narrow jamming signals are present, they are
effectively eliminated by the open switch or switches. The
remaining filter output signals are combined in the summer.
There is some amplitude and phase ripple across the spread
spectrum frequency band, but this probably will not seriously
interfere with reception. The complexity of the filter bank
approach relegates this implementation to one of secondary

importance.
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The other basic technique to be considered is nulling, or
signal cancellation. Figure 4-5 ghows a possible nulling
system. The phase-lock loop acquires and tracks the jamuing
signal, and generates a signal of proper phase for nulling
(except for a small steady-state phase error which depends
on the phase-lock loop stress). The residual jamming signal
from the summer is compared in phase with the signal from
the phase-lock loop and the resulting mixer DC output signal
drives the variable attenuator in the direction to obtain
nulling (except for a small steady-state amplitude error

which depends on the attenuator driver loop stress) .

L-P

FILTER | kr’"

Figure 4-5 Interference Nulling System
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This nulling system must track simultaneously the jamming
signal frequency, phase, and amplitude; This makes the
system more prone to failure in the presence of noise and
jamming signal modulation, than is either of the filtering
systems described above (which must track only the jamming
signal frequency). Because of the more complex requirements,

the nulling system is not recommended.

4.1.2 Phase-Locked Notch Filter

The PLL and notch filter configuration of Figure 42 appears
promising and worthy of more detailed consideration. 1In
operation, the PLL would in effect be continually sweeping

the notch filter across the signal passband. If a narrow

band interfering signal of high amplitude was present, the

PLL would ideally acquire the signal and keep the notch filter
tuned to the interfering signal frequency. A lock indicator

would inform the operator that jamming was present.

The filter sweep rate may be estimated as follows. The
receiver nominal ﬁ— is about 37 db-Hz. Allowing a 6 db margin,
(0
the minimum g— is about 31 db-Hz.
o
Let Sc(o) represent the spread carrier one-sided power spectral
density at the carrier center frequency, and let Rc represent

the bit rate at which the carrier is biphase-modulated in the
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spectrum-spreading process (10 Mb/sec). Then

S (o) C

c
" = - 39 db
o NoRe

Let us require the jamming signal filter system to work with

% as low as 30 db where % is the jammer-to-signal power ratio.

For this case,
i— - i ’ - - = )
No C ﬁ; 30 db + 31 db-Hz 61 db-Hz.

Choose the phase-lock loop bandwidth B, such that

SNR.L'J = 12 db

NoBL

where % = 61 db-Hz (SNRL = 12 db corresponds to threshold
o

for the Costas implementation of the PLL).

Thus BL = 80 KHz.

For a phase-lock loop with frequency-search, the maximum

permissible search rate, D, is given by

+8 Hz

D < 0.282 BLZ - 18 x 108 2

This limit applies to the noiseless case. In order to be

+8 Hz
sec’

search time (to sweep the 20 MHz signal bandwidth) is

conservative, let D = 9 x 10 Then the minimum required

h bandwidth k6 =
_ Ssearch bandw < 20 x 10 " Hz 2.2 + 10 2 sec.
8 D 9 x 1010 H2

secC

Thus the phase-lock loop may be swept over the 20 MHz band about

50 times per second.
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Furthermore, with a loop bandwidth of 80 KHz, the loop generally
can track swept jamming signals with bandwidths of this order of
magnitude. Thus, considerable frequency-modulation can be

present on the janming signgl without causing loss of lock.

4.1.3 Implementation

It is probably mpst practical for the anti-jamming circuitry
to operate on the 70 MHz IF signal in the navigation receiver,

and do the notch filtering at a higher frequency, say 140 MHz.

Passive four-section lumped-constant band-reject filters are
available commercially with 1.5 db bandwidth of 2%, and
rejection of 60 db. With the 140 MHz notch frequency proposed
earlier, the notch width is about 2.8 MHz. Notch widths are
available down to 0.5% of center-frequency, or 0.7 MHz notch

width for the proposed 140 MHz center frequency.

Crystal band-reject filters are difficult to apply to this
situation. First, 140 MHz is a high, but possible, frequency
for a crystal resonstor. Quartz crystals can be made with
fundamental resonant frequencies up to.about 35 MHz; above

that frequency, they must operate on odd-numbered overtones.
Thus for a center frequency of 140 MHz, the fifth overtone is
required. Maximum attainable bandwidths tend to vary inversely
as the square of the overtone number. Second, crystal band-
reject filters actually are band-pass filters with a notch

superimposed on the pass-band. A narrow rejection band and a
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wide pass-band are mutually exclusive. It will be difficult
to achieve the bandwidth required to pass the spread spectrum
navigation signal. Probably it would be necessary to use
several crystal filters in parallel; the center filter would
have a narrow pass-band and would contain the notch, while

the outer filters would have wider pass-bands.

The passive lumped constant filter implementation is most promis-

ing from a complexity and performance standpoint.
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SECTION 5

MEASUREMENT OF DOWN-LINK CARRIER POWER

5.1 INTRODUCTION

This section describes a satellite down-link carrier power mea-

surement procedure, major error sources in the measurement itself,
and presents an estimate of the total error as a function of the
receiving antenna gain. The approach discussed is based on the
present approach used by COMSAT for monitoring the performance of

the INTELSAT satellite.

The measurement technique system is intended for use in monitoring

the Global Positioning System sateliite power levels, The technique

can be used to measure the power of each of three spread-spectrum,
biphase-modulated carriers from each of several satellites. Appro-

priate signal characteristics are restated as:

(1) Center- frequency: fo = 1600 MHz
Modulation bit rate: 1 Mb/sec

Expected power density: -160 dbw

(2) Center-frequency: f, = 1600 MHz
Modulation bit rate: 10 Mb/sec

Expected power density: -163 dbw
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(3) Center-frequency: fo = 1200 MHz
Modulation bit rate: 10 Mb/sec

Expected power density: -163 dbw

The expected system nclse nower spectrel density is -200 dbW per
Hz, referred to :hé antenna feed port. The measured carrier
powers are to be‘expressed as powér from a unit-gain antenna at
the receiver locaticn. (One watt from a unit-gain antenna, cor-
responds to an incident power density of 47 watts per unit

A
area.)
The proposed measurement system block diagram is shown in Figure 5-1.
The measurement system operates on the frequency-shift radiometer
principle. Measured carrier power is compared to the power from a
built-in gas-discharge noise-lamp, which serves as a temporary
power-standard. The noise lamp power in turn is calibrated occa-
sionally against & %nown celest’zl redio source (radio star) or
a calibrated boresight antenna arc faﬁio source. This measure-
ment methcd hes b2en used successfully in various communications

' i) i . LA B 0B o

satellite monitoring systems built for COMSAT Corporation as mana-
). DRI B v

ger for INTELSAT. A major improveme=n* of the system described here-

in, is the use of & 'calibrated prcgrammeble IF attenuator to maintain
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essentially constant IF levels in all active IF components in
which gain compression is significant, and particularly in the
power meter, where a constant and nearly-full-scale reading is
desirable. This largely eliminates the accuracy degradation in
the INTELSAT monitoring systems when the carrier powers are off-

set from their expected values.

This section examines the errors involved in several procedures
of measuring the powers of the two superimposed carriers. The
chosen procedure involves four measurement steps, two of which
measure system noise at the two null-frequencies common to both

carriers, one of which measures the wide-band P carrier power
at two null-frequencies of the narrow-band C/A carrier, and one

of which measures the combined power of both carriers,

3.2 CALCULATING POWER LEVELS OF TWO CARRIER SIGNALS

Figure 5-2 shows the superimposed spectra of the two 1600 MHz
carriers. Three general methods are available for computing the

power levels of the two carriers. These methods are:

(1) At a null-frequency of Sl(f) (See Figure 5-2),
measure Sz(f) (or integrate SZ(F) over a narrow-

band), and compute CZ’ Similarly, at a null-frequency
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(2)

(3)

of Sz(f), measure Sl(f), and compute Cl' Thus

the two carrier powers are measured independently
of each other. From Figure 5-2 it is evident that
there 1s no pair of frequencies such that each car-
rier power can be measured independently of the

other one.

At a null-frequency of one carrier spectrum, measure
the other carrier spectrum, and compute the power in
that carrier. Then, at another frequency, measure
the combined spectrum (or integrate the combined
spectrum over some band); and with the knowledge of
the power in the first carrier, compute the power in

the second carrier.

Measure the combined spectrum at each of two frequen-
cies, or integrate the spectra over two bands, or a
combination thereof. 1In principle, these two measure-
ments may be able to yield two independent linear
simultaneous equations, for the two carrier powers,
This method in general tends to be the least accurate
because the data reduction involves multiple subtrac-
tions which give small differences between large

numbers.
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Noune of these methods take into account system noise. To elimi-
nate the effect of noise, at least one more independent measure-

ment is required.

The noise floor spectral density is measured most easily at the
wide-band carrier first null-frequency (i.e., at £, + 10 MHz).
Since nearly all of the system noise is generated in the earth termi-
nal, the satellite band-pass filter has little or no effect on

the noise floor measurement.

The spectra of the carriers can be expressed in the quotions below:

/ sin r(i’fo)
N = i
51(£) sif.fo)\ T
Ry
c
i
5;(£,) = R,
P = power measured at power meter

where
power into unity-gain antenna for carrier "i"

A modulation bit rate of carrier "i"
5;(f) A power spectral density of carrier "i"
a

power spectral density of noise floor

3-7
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f = carrier center frequency
it = 1 for narrow-band carrier (R; = 1 Mb/sec) = C/A

i = 2 for wide-band carrier (R, = 10 Mb/sec) =P

For the first two general approaches for measuring carrier power,
one measures the narrow-band carrier power, Py by measuring the
power in a narrow band centered at the first null of the wide-
band carrier (at frequency f,* R,). Figure 5-3 shows the spectra
of the two carriers near frequency £, + 10 MHz. 1In this regjon,
S, (£ w(f-f
o

S,(f f-f
O

In the frequency band between £, + 9 MHz and fo + 11 MHz, which
includes the two lobes of Sl(f) adjacent to the first null of

S2(f), the carrier powers are

+ 11 z
G }s l(‘;) o = 140 MHz
1 100 %2
fo + 9 Miz
fo + 11 MHz 3
Sz(f) df ~ 6.54 x 10 SZ(fo) MHz
£, +9 Miz



MEASUREMENT BAND> {

55(£)

]
I
I
<
[
I
|
|

5, ()

Noise Floor
i

I I
f°+9 MHz f°+10 MHz £°+11 Miz

Figure 5-3 Measurement band covering the narrowband
carrier lobes adjacent to the wideband
carrier first null.
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S‘.(‘f.o) [
For these two carriers, §;?T_Y = 20,
. s Vo o %0

Then, in the frequency band from (fo + 9 MHz) to

(£, + 11 MHz),

fsl(f) df 20 S, (£,)
S, (£) df " 100 2 x 6.56 x 1073 5, (£)
]- 2 * 2'"o
= 3.10

Thus the narrow-band carrier (which we are trying to measure) has
only about 3 times the power of the wide-band carrier, in the mea-
surement band. Therefore w2 can nor make an independent measure-

ment of the narrow-band carrier level in this band.

In principle, we could still use this measurement, combined with
another measurement, in method (3) above. But this measurement
requires a band-pass filter to limit the measured power to the band
from (f, + 9 MHz) to (f, + 11 MHz), and the filter pass-band shape
is critical because most of the interfering wide-band carrier power
is at the edges of the filter pass-band., Therefore, to use this

measurement, ther filter response would have to be known accurately
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and a correction-factor would be computed by integrating the product
of the filter power frequency response and the wideband carrier

spectrum.

}
1

Another complication with this procedure is that the satellite con-
tains a band-pass filter which may have significantly more attenua-

tion near (f, + 10 MHz), than near ¢ where most of the carrier

o’

powers are concentrated. Therefore, a power measurement made on

only one carrier component near fo + 10 MHz, may be in error,

Continuing with method (1) or (2) above, examine an alternative pro-

cedure; i,e., measure the wideband carrier at a null-frequency of the
narrowband carrier, specifically at £, + 1 MHz. Figure 5-4
shows the spectra of the two carriers near frequency fo + 1 MHz.

In this region, the spectral density is

- sin‘"(f-f )\
5100 = 8,6 51 vig
MHz
g w(E-£))

I
~ 77 5(E) - sin®

] sin l&%-ﬁﬁ%ﬂi
SZ(t) = SZ(fo) »x 1 Miz
MH2z

= 0.968 S,(£,)

2
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/
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f f°+1 MHz

Figure 5-4 Measurement band covering the first null
of the narrowband carrier.
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S, (£,)
For these two carriers, Sz(f = 20.
0

Then, in this frequency regicr,

wle- g+ 1 m j
20 3 2 5 > '\ z)
\y [ s e ik h ] o ol .
508 = 25 830 gl T

\

/
{e-8, + 1 1mzf |2
\ 1Mz -

~
.
(=]
N

Suppose that the measurement'isfmhéézﬁy integrating
'IL

over the frequency band lf + 1 MHz - Af to

ot s

£, + 1 MHz + Af] Then the ratio of the integrated densities are:
£, + 1 Miz + of
stz(f:- df
£, + 1 MHz - Af u#(luﬂzz IMHz?'
= 0.145 =0.580{ 7™
£, + 1 Mz +af l \ aF Beio
(

fsl(f) dfq

*;f() + 1 Miz - Af ;\

]
)

where Bgypn 18 the IF filter bandwfdéh Essuming a rectangular
pass-band. Thus if we keep ¢§ very %?aﬂl compared with
1 MPz, then the narrobk-band céirié&'ﬁ?wéé is significant
compar=- wit“ “h2 wlde-band cerrler power. Thus we can
measure 52(1 Miz), and compute Cy (the wide-band carrier

power). Then we can measure the total power in both
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carriers, (i.e,, measure Cl + C2 (the wide-bend carrier
power), Next, measure the total power in both

carriers (i.e., measure ¢, + C2) by measuring all of the
received power. Finally, -- compute Cj. Since G,

G, = 2 Cy, the C) computation does not involve a small

difference between large numbers,
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5.3 CARRIER POWER MEASUREMENT PROCEDURE

Single-carrier power L1 is measured in three steps:

(D System noise only, in narrow bands at
(£, *+ 10 MHz) (the wide-band carrier

spectrum null- frequencies),

(2) System noise plus lamp noise, in the

same narrow bands.

(3) Carrier plus system noise, in the whole

carrier band.

In step (1), use an IF band-pass filter which fits in the wide-
band carrier nulls. Let the filter noise band width be B¢y, and
let the attenuation to which the noise band width is referred
(normally the band-center attenuatiéﬁj be Agrg. As with the star-
calibration, switch in suitable calibrated attenuation AstO to
give a useable power meter reading Pyjp. For convenience, let
Qn20 = mean value (Asw20 PNZO) at the‘two noise-measurement
frequencies (f, + 10 MHz), .

Then

- an Bf20 Gamp

Q
N20 Agag
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The tollowing process measures the Individual powers of the two

superimposed carriers. This is done in four measurement steps:

(1) System noise only, in narrow bands at (fo + 10 MHz)
(the only frequencies at which both carriers have

spectrum nulls).

(2) System noise plus lamp noise, in the same narrow
bands,
(3) Sample of the wide-band carrier, pius system noise,

in narrow bands at (fo‘i 1 MHz) (the narrow-band

carrier first null-frequencies).

(4) Both carrier powers plus system noise, in the whole

carrier band.

' [P}
Steps (1) and (2) are the same as in the single widr-band carrier

measurement, except that a narrower noise-measurement IF band-
pass filter must be used because of the presence of the narrow-
band carrier, which has narrower nulls than does the wide-band

carrier. Call the filter parameters Bflo and AflO'

For step (1) (system noise only),

_ KTy Bgg G

Q amp
N1 Af10

5-16



For step (2) (system noise plus lamp noise)

ke (TN+TL) Bfio Gam_g
QUN+L) 10 Af1o

As before, steps (1) and (2) give

Ty ) Q10

Ty, QvLy10 ~ Wio

In step (3), use the same IF band-pass filter, at frequencies

(f0 + 1 MHz), to sample the broad-band carrier.

value of (A P) as before.
sw

Then

2 g

' 5-17
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In step (2), make the same measurements as in step (1), but
with the noise lamp on.
Then

i k(TN+?L) Beao Camp
Q(n+L) 20 Ag20

In step (3), use an IF band-pass filter with band width of at least
30 MHz. (The satellite itself limits the carrier band width to
about 30 MHz.) Call the filter noise band width sz, and the
attenuation Agfz. Let Q., = Ag, P).

Then

Q - Ca Gac Gamp + kTﬂ Beo Gamg
G2 Aga Aga

From the three equations above, we have

Q2 (G2 Gac * KTy Bey) Aggg
Qen+1y20 - W20 Agy KTy Beog

_ S As20  (Sac) L Beafe20 (I
k Bog App \TL Bog Agp \ TL

Sn20 Iy
Qavery20 ~ Q20 TL
Thus the power in carrier 2, the P signal is:

o = iy | Ce2 Beao App [ Qw0
2 \Gae/ I\Qm+y20 - W20/  Af20 Qn+1y20 - W20/ Be2

T
Note that the value of <EL-> comes from the star calibration
ac

procedure.
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By cowmbining this with the two other equations, we have

T, \[Q. - Q
S (f + 1 MH =k—L>LZ N1O
1(fo 2 1 ke (Gac [Q(N1L)10 " 1o

The C/A power, carrier 1 is:

+ @©

nf
= e sin TO MHz
G sl(to) /—-;——) df

mt
2\ 10 Mz
2
' .
= =g § £ +1 Miz
10 sin f% 1( ° )
2 Ty ) [Q%2 " Quo
=n" Kk g q = QN MHz
10 sinz f% ac N+L) 10 10
TL
As before, the value of G —Jcomes from the star calibration.
ac

In step (4), use the very wide IF band-pass filter (ﬁith sz

and Afz) centered at fo. Then

- (91+CZ) Gae Gamp + kTN Beo qggg

By combining this with the equations from steps (1) and (2),

we have

o+ Gy = K tn Qc(1+2)_ Bero Afp (w0
Gac/ | \ Qv+ry10 ~ a0/ Af10 \Qeawnyio - G

Finally, L = (c1*Cy " Cy
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5.4 ERROR SOURCES

The expected major error sources are shown in Table 1. These
sources are grouped according to the stage of the measurement

process in which they enter. These are the two groups:

Carrier Measur.ment: Measurement of received

carrier power relative to the noise lamp power

spectral density,

Star-Calibration: Calibration of the noise lamp

power spectral density against the radio-star

received power spectral density,

Furthermore, since a main purpose of this section is to estimate the
required antenna size, these error sources are grouped also ac-
cording to how their error contributions are affected by antenna

size. These are the three groups:

Large antenna preferable: Error approaches zero

as antenna size approaches infinity,

Antenna-size-independent

0 " RN .

Large antenna harmful: Thes2 sources place an upper

limit on the vs=bls antenra size, hence on antenna gain,

5-20



> ®* * » # 1x23 298 ‘JuedTjTudys 30N :S193]TJ MOIIFU WOIJ SUOTIENIINTF ISTON
> » # 3xa3 298 “jued1yTulls JON :PEPUUSJUR [[EFWS WOIF SUOTIENIINTF asToN
* » * x93 23§ :uoFIBAaTa YiTa aFuryo ured suualuUY
* » » ix93 298 ‘opjemeisds Z10°0- = 0 :4oeanoow Burjutod euuajuVy
* » » a1w0 1adoiad yapm ‘21q187178aN :uOTIETTTIUEIS dTIagdsouo]
> % > = s13Pmalsds ‘Cgp0 0 ¥ = P :uorjenuallw d1raydsouny
» » ® * quea3yTusis JoN uollezIiE(Od
* * ® * YIpTMmESq PUUSIUR SA IZTI I2INOJ
* * & » srIvmsieds ‘gor0 + > o0 :Ljurelaaauf
* x93 995 :apniTulEl
:£a1susp xnid
(v eradorsse) Jo asn Sutunsse) 1e38 OTPEY
> % * » » mopuel ‘gQ0°0 =~o :33TIp ured wiaj-jaoys I9Tyr1doy
ol olfollio Lo >
T Z 2 2 2Z » 3 &
T + + + Kt
130 ° %33
e 3
~ > B >
3 2 52
m ' " r~ O
2 n 3 N 3
r 3 0 3
2 4 R 4
a _ = 3 ©
e > a n
5 = 13 2 uoT3IBIQITED IEIS SUTI-UQ
n < [ LI
T c 3~
2 - o ®
" 2 o
n =
~ %
- J ! J
SINEL 01103 3Z1S
FNNILINVY

AAVIINAS 304.10S HOMN3

1-6 21qel

5-21



» » *
»
* % »
% % % B
* % P
* %
2LLLP
”~~
a= - 3 5
2
AR IIPS
5. 5 o
3 > 5
@ ]
= o
3 2
o x
] ~
» N
[p] o
(a4
o
R
o

il

SNY31L NOIL1vNd3

Injuawl Buuajuy a%aw]
Juapuadapul-9zFS-wuuazuy
a1queIaFaad wuuajuy afae]

|

3Z1s
TNNILNY

qo3yd Inq “‘pajoadxa suoN :a8eyeaT I9IIaAwWO jJuaoelpv

2T38WA3SA8 ‘GEQ°0- = o :paanseswm Suraq IITIIVD JO UOTIIIOISIA

adeys pueqssed 133711F JI
*3JTIpP pu®R UOFIBIGITED

TBTITUT Yloq SI2A02 STYL -O138WaIsLS €/00° 0+ = P
:(v/4 ot3e1) syorivnualiew puew SYIPIMPURq ISTOU I9ITTF JI
(wopuex) gp0°0 = © :33TIp ured wral-jlIoys Ialyiidmy
. o1IBWAISAS ‘L0°0-= »
:adeys posunsse woxy sanjaedop unijoads I19TIIEVO purqapIM
oT3PWAISLs
‘u x 0 pueqmoaxeu 103 Nnoa X ZEO+ = o ‘UuxoO
pueqapim 10F Nuoa X 69°Q- = 0 :juawaInsgow
I9TII80 PUBQIPTM O3 UOTINGTIIUOD IITIIBO pPUBqMOIIBN

JUSWRINSBIN I3MOd I9TIIR)

INVIGS 30M10S yowdd
(PanuUTIUO)) -G 3142l

5-22



* * *
* % »*
® %% » *
* » 3

¥
¥
%

» »
* ® ¥ » *
o000
RN 4 g 25
TA 25 "t oot
® e + o N 0 ™
" 4 e o S 0
= et = > B >
[ ] o 0 5 10
3 D g 9
2 P o =~ 0
3 N 3
- = 3 =3
3 =2 > .
. £ $2%
= S
= P 3808
<] o -~ e m
o c 3 n
re ~ 0O,
a3 ® o
b B S
- . T o
| W |
SWY3L NOILIVAD3 3218
TNNI LNV

*3x33 335 ‘uns JOo QT INOQE® UTYITA

pajurod ST suuajue ssajun 3a(qIST[39u pajoadxg :9stou ung
OT1EWa]SAS

*3x33 995 f31q131189u pajoadxy :sSa3TT[3IVS IIY3I0 WOIJ SIITIIV)

wopusy ‘IX3] IS :FUUIJUR [[FWS WOXJ SuorIENIMNTI ISTON
‘mopury °3X93] 39S {SIIITIF

uo spuadad :SI3937TF¥ JI MOIIBU WOIJ SUOTIIENIONTJ ISTON
OT3vWAISAS

‘21ed 1adoad yitm “a1qI8T18aN :uOT3IBTTITIUTIS dTaaydsouol

d13ewR3S4AS ‘GCIQ°Q =

snid ‘wopueva ‘g10°Q = {xoxxa Zurdoell BUUIIUY

0138Wa3S4A8 ‘HEQ°OF = :adeys puzqssed 1§

pa3dadxa 10119 ON :43111qE3B9dAI Yo3ITMS I33TTJ

JYVIINAS 30¥00S youy3

(panurtiuo)) 1-§ 3[qel

5-23



Table 1 also gives the expected sigma-values of the error sources,
and cross references the error sources to the affected terms in

the calibration and carrier power equations.

Many error sources are not included here because they enter the
measurements only in combination with much greater error sources,
Examples are the calibrated switched (programmable) attenuators,
the power meter accuracy (since the meter always 1s operated in the
same region of its scale), power meter resolution and settling-
time (since the meter is assumed to be read manually), and IF
system linearity (because of the auto-ranging feature, using the

switched attenuators,

From Table 1, it is apparent that most of the major error sources
are antenna-size-independent. But note that because of the many
subtractions which involve small differences between large numbers,

the error contributions tend to be particularly interdependent.

The minimum antenna size generally is expected to be limited by

the noise fluctuations.
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5.4.1 Error Magnitudes in Carrier Power Megsurement

Narrow-band carrier contribution to wide-band carrier measurement:

The narrow-band carrier contributes to wide band carrier power
measurement during the measurement of superimposed carriers. In
the case of a wide-band carrier, plus system noise in narrow
bands at f, + 1 MHz, the fractional errorééjﬁﬂfﬁ_) is

power
evaluated elsewhere, and is found to be

1 MHz 2

o x + 0,580 5
£10

where BflO is the IF filter band width, assuming a rectangular
pass-band. Since the pass-band actually is somewhat trapezoidal,
the error is larger. A good number for wide-band carrier rela-

tive error 1is

1 MHz
=+ 0.65 —
g B£10
= = '2
1f BflO 100 kH?, then o 0.65 x 10

This error is systematic. It increases the apparent wide-band
carrier power, and decreases the apparent narrow-band carrier

power by ¢ 0,32 x 10-2,

5.4.1.1 Wideband Carrier Spectrum Departure from (sinx/x}2 Shape

This occurs only during the :neasurement of the superimposed car-
riers, unless the superimposed-carrier measurement procedure is
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used for the 1200 MHz carrier as well., If the wide-band carrier
spectrum has a 0.3 db dip near the middle, then the apparent wide-
band carrier power may be decreased by not more than 0.07 of its

actual value. Thus the wide-band carrier relative error is

g > -0.07

This error is also systematic, It decreases the apparent wide-

band carrier power, and increases the apparent narrow-band carrier

power by o x -0.03,

5.4.1.2 Amplifier Short-term Gain Drift

In the INTELSAT satellite system monitor , short-term wmzasurement
repeatability tests were made by measuring the noise lamp power
against itself as a reference, in a computer-controlled self-
check test. It was concluded that for any individual measurement,
0 0,008, This test included both short-term gain drifts and
noise fluctuations. For short-term gain drifts alone, g should

not exceed this value. This is a random error,

5.4.1.3 IF Filter Bandwidths c:.id Attenuations

Experience with the INTELSAT satellite system monitor has indicated
that a reasonable peak bias relative error of 0.02 for each filter.

Three methods were used for measuring the filter noise band widths:
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(1) Integration of manufacturer's response curves.

(2) Computer-controlled point-by-point measurement,
using the monitor iteself. This method assumed
flatness of the reference channel through the

monitor.

(3) Compare band width-tc-attenuation ratios by point-
ing the antenna toward quiet sky, so that ?%_ = 1
from the measured data.  In this method, trans-

mission irregularities: tend to cancel.

I1f the peak relative error = 30 , then

0 = 0.007 for each filter _2_

This is a systematic error, and can have either sign.

5.4.1.4 Adjacent Carrier Spillover

The most likely adjacenc'carriers are pulsed radar altimeters?
These carriers are spurious, and are of low average power. If

the measurement system is manually operated, the operator should
be able to recognize tixe spurious interference during the power
measurement; and if the measurement system is computer-controlled,
the computer will check the power stability before using any
measured values. Therefore tnis source is expected to contribute
no significant error to the final carrier power values.

¢c = 0

*E.J.Haakinson, "H.G.Kimball," Spectrum Resource Assessment for
the 1535-1660 MHz Band," Office of Telecommunications, U.S.Dept.
of Commerce, October 31, 1973, 5-27




5.4.1.5 1F Filter Passband Shape

This causes two types of measurement errors: tirst, distortion
of the carrier spectrum; and second, allowing adjacent carrier

power to spill into the band of the carrier being measured.

Spectrum distortion: This error arises because the car-

rier power transmitted by the filter, is the integral (over
frequency) of the product of the filter power-response and
the carrier power spectrum, whereas the measurement system
(as proposed here) assumes that the IF filter pass-band is
rectangular. The error is minimal because the filter
response falls off near the band edges, where the carrier
power spectral density is low. Thus this error is less
serious than the carrier spectrum shape distortion, A
reasonable error estimate is

g = -0,035
The error is systematic. It decreases the apéarent wide-
band carrier power, and increases the apparent narrow-band

carrier by ¢ = 0,20,

5.4.1.6 Switch Repeatability

The switched RF and IF components are the noise lamp,
the IF filters, and the programmable attenuator. Repeat-

ability of all of these switches is critical to the final
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power measurements. The noise lamp is switched most easily by

a ferrite switch. The programmable attenuator (General Radio,
used on the INTELSAT monitors) includes solid-state switches.

The IF filters are switched most easily by mechanical coaxial
switches, either manually controlled and of the type used on
precision manually-switched attenuators, or electrically con-
trolled and of the type used in automatic measurement systems.

In the INTELSAT monitors, the switch repeatabilities were included
in the self-check test, as well as checked manually many times

as a byproduct of system development. The switch repeatability

error is expected to be negligible. Thus

5.4.1.7 RF_Passband Shape

System noise is measured at the wide-band carrier spectrum null
frequencies (£, + 10 MHz), and is interpolated to the rest of
the band (for the whole-band power measurements) or to frequencies
near the band center for the narrow-band measurements. If the RF
pass-band frequency-response is not linear between the two null
frequencies, then this interpolation is incorrect. In one of the
INTELSAT monitors, a 0,5 db gain variation was observed over that
system's 36 MHz band. This corresponds to a relative deviation

of 0,12 from linear interpclation. For a spread-spectrum carrier

with first spectrum nulls 36 MHz apart, it seems reasonable to
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assume that the resulting error is approximately the geometric
mean between the error for a CW carrier (¢ = 0.12) and for a
uni form-spectrum carrier (0 = 2/3 x 0.12 for parabolic pass-
band distortion); thus ¢ ~ 0.82 x 0,12, Next, if the pass-band

distrotion is parabtolic, then the measurement error varies as

B 2
filter
Bfjiter = 30 MHz, the error is reduced (below the 36 MHz value)

Thus, for the wide-band filter in this system, with

to a factor of (%%)2. Finally, measurement error is this large
only if the carrier happens to be centered in the 0.5 db gain
peak or valley; therefore a multiplier of % is used. Thus the
final estimated error is

g ~ + .034

This error is systematic. It effectively is an error in the noise

reference power,

5.4.1.8 Ionospheric Scintillation
At tropical and middle latitudes, scintillation generally causes

fades of less than 1 dby, of only a few seconds duration, andmostly
during the night-time. If the carrier power measurement sys-

tem is manually operated, the operator should be able to recognize

a fade. But if the power measurement system is computer-controlled,

the computer may not dwell on the carrier long enough to recognize
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a tade, and the fade must be recognized by comparison with past
data. With either manual or computer control, ionospheric scin-
tillation generally will be recognizable as a discrete phenomenon;
and, when this happens, its effect can be eliminated by repeating

the measurements., Thus

Ionospheric scintillation is considered in more detail in another

section of this study.

5.4.1.9 Antenna Tracking Errdr

Antenna tracking error affects both the power measurement and the
star-calibration. In each case, the power measurement error has
both a systematic component and a random component. The syste-
matic components partially cancel between calibration and power

measurement, but the random errors do not cancel.

The antenna beam pattern can be represented approximately as
follows: Let
x = angle off antenna axis, in beam-widths

y = antenna gain, in db below peak gain

We will assume that the anterna tracking offset angle has a
Gaussian distribution, with zero mean, and 3ux = 0,2°,

Analyzis fZev fhe INTILSAT eycte- menitor has shown that
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2
-lzax

e |yl
= -0.054 db

= .0,013 (dimensionless)

6. = 12 ()% (0.067)2

0.076 db

0.018 (dimensionless)

It is considered reasonable to add a further bias of -0.05 db
(-0.012). This results in

°y = 0.018 rms (random)

E |Y| = -0.025 peak (bias)

These values were derived for the INTELSAT antennas which vary in
size up to about 30 meters diameter., It is seen that the final
errors are roughly antenna-size-independent for these antennas.
For reasonable sizes of navigation satellite monitor antennas,

these numbers are expected to apply,

Note that in this analysis, it is assumed that the antenna point-
ing error is a specified fraction of the beam width, regardless of
the beam width, hence regardless of antenna size. This assumption

is reasonable for a well-designed autotrack or manual track
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system, but is not generally valid for a program-track system,
It is reasonable to assume a good autotrack or manual track
system; therefore the above gy and E|y| values are con-

sidered reasonable.

5.4.1.10 Noise Fluctuations from Small Antenna and Narrowband
IF Filters

The IF power detector, being essentially a square-law device,
tends to change the signal-to-noise ratio, and cause small-signal
suppression, Let
T = integration time of the power measurement
W = predetection bandwidth
then

(simy_ = (S/N)in W

In the INTELSAT system monitor analysis, the integration time
was calculated from the thermoelectric power meter specified
time-constant. For the thin-film thermoelectric power meter
used (General microwave model 460 B-7 with power measurement
Head Model N 422 C), the calculated integration time is 0,0218
sec, with the meter in the FAST mode (where it normally is oper-

ated), and 0.218 second in the NORMAL mode.

For an IF filter band width of 10 kHz,:

W = ! 218 with meter in FAST mode
j2180 with meter in NORMAL mode

5-33



Just to have (S/N)ouL = (S/N)in, we nead

4.6 x 10-3 with meter in FAST mode

4.6 x 10°% with meter in NORMAL mode
This gives the order of magnitude for the S/N required from the

antenna, hence it gives the antenna size requirement. From this

standpoint, the normal 3,55 meter antenna is adequate.

5.4.1.11 Sun Noise and Carriers from Adjacent Satellites

These effects are interference from other celestial sources.
The amounts of interference depend on the source strengths, the
source positions relative to the antenna axis, and the antenna

pattern.

An empirical formula relates gain and beam-width in a circular

paraboloid reflector. 1If ‘¢" is the 3 db beam-width in degrees

end "G" is the antenna gain, then

o n <27G,ooo>’f

The antenna beam pattern can be represented approximately as

follows: Let

y = antenna gain, in db, normalized to peak gain

x = angle off antenna axis, in beam-widths.

Then

y = =12 x® db.
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The other navigation satellites may be expected to have carriers

of about the same*strengch as the navigation satellitesheing
observed (about -160 dbW into an antenna of unity gain)., The sun

strength may be calculated as follows:

The sun noise, at Earth, is about -173 to -168 dbm
(4.8 x 107%! 20
per Hz. (From BSTJ, November 1962.) 1In the expected

to 1.5 x 10~ watts) per square meter
wideband carrier measurement bandwidth of about 35 MHz
and into a unit-gain antenna (area~ 5.0 x 1073 m?),
the sun noise power is about 47 db above the carrier
power. To reduce the received sun noise power to a
level 10 db below the received wideband carrier power,
the power monitor antenna must be pointed away from the
sun by about 2.2 beam-widths. (For an antenna gain of
33 db postulated in the Introduction), the beam-width
is about 3.7°; thus the antenna must be pointed away

from the sun by at least 8.1°.

Similarly, to reduce the power received from another
satellite by 10 db, the power monitor antenna must be
pointed away from that satellite by about 0.9 beam-
widths, or about 3.4° for the 33 db gain antenna
postulated. Since the navigation satellites are
expected to be spaced apart by at least 45 degrees
(from Earth's center - more than that from Earth's
surface), other satellite interference should be

no problem.

*Possibly greater by 5 db in signal strength if the satellite
being observed is at a 52 elevation angle,
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5.4.2 Error Magnitddes for Oﬁ-Line Star Calibration

5.4.2.1 General
The star calibration effectively compares the noise lamp power

spectral density with the radio star power spectral density
Gant
Tramp
which is used in the carrier power measurement data reduction.

recelived by the antenna. The result is a value of >

The star calibration is performed infrequently, only often
enough to check the steb!lity of the antenna gain and the
noise lamp power. Therzfcre any star calibration error
becomes 2 systematic errer in the carrier power measurement.
To minimize this stexr ~elibration error, it is necessary first
to minimize the star celibration systematic error (e.g., by
performing the calibratioa with a cleer sky and with careful
antenna pointing); a2nd se2cond, by revneating the calibration a
sufficient number of times (at least 1C times) in order to
detect and discard any obviously bad data, and to reduce the
final star calibration random error to a value well below the

star calibration systematic error.

The random errors given for the various star calibration error

sources are the single measurement random errors.

5.4.2.2 Radio Star

The best radio star, by far, is the Cassiopeia A. It has high
source strength, rendcm ﬁbiarization, and a subtended angle

b pilh 3t i
which is smal!l cownzred with the erteana beamwidth for antennas

[ e LR TR T B IR PR N
up to abou:r 30 Wetzrs ir 2iemerir 2t the navigation satellite

14 I T OR RPN . 1 [ P B

Ca? .
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carrier frequencies.

The accepted star flux accuracy is approximately 0.03 (random).
In addition, a source size correction factor accounts for the
fact that the star subtends a finite angle at Earth, and there-
fore not all of the star power is incident on the antenna from
the direction of maximum gain. Since Cassiopeia A subtends

an angle which is small compared with the expected antenna
beamwidth, the source size correction factor is within a few

percent of unity,and the correction factor error is negligible.

Since Cassiopeia A has random polarization, the polarization
error is negligible regardless of antenna polarization ir-

regularities.
Thus for the radio star flux
0 ~ 0.03 (random).

5.4.2.3 Amplifier Short-term Gain Drift

As in the carrier power measuremont,

0~ 0.008 (random).

5.4.2.4 Atmospheric Attenuation

This is covered in detail elsewhere in this study. A detailed
error analysis of atmospheric atteﬁuation of 4 GHz performed
during a feasibility study on usiné %he Orion Nebula for a

power calibration, has shown that over a wide range of all



variables including antenna elevation
g «~ + 0.0055

This error is systematic since during the course of a calibration

it remains essentially constant and cannot be reduced by repetition.

5.4.2.5 Radio Star Flux Density

Cassiopeia A often is used as a reference against which other
radio stars are measured. At the navigation satellite carrier

frequencies it appears that
This error is systematic.

The received star power may be estimated for error analysis

purposes from the expression

RECEIVED FLUX POWER DENSITY SPECTRAL DENSITY

0.76
s 4.08 GHz watts
=% x 1.047 x 10722 & < f ) x (0.989)" ;::

where M g number of years since 1968.0.

The factor % accounts for the random polarization of the star
flux, i.e. only half of the incident power is received by the

antenna.

For the navigation satellite frequencies, the year 1995, and an

antenna of gain '"G", the received star power spectral density
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(at the antenna feed port) is 2.213 x 10-26 xG !Qﬁéi . Since

the expected noise spectral density is 10'23 !2&%1 » an antenna

gain of about 450 gives a quite respectable star measurement

349 would give a

Y-factor of 2. The postulated gain of 10
y-factor of 5.4. Note that this star measurement Y-factor is
QN+S 0

N

5.4.2.6 Atwospheric Scintillations

As in the carrier power measurement, this effect is considered
negligible provided that reasonable attention is paid to the
constancy of the measurement results, so that obviously in-

correct measurement data can be discarded.

5.4.2.7 Antenna Pointing Accuracy

Since the usual autotrack systems are not applicable to noise
sources (like radio stars), either manual or programmed tracking
is required. As with the carrier power measurement, the antenna
pointing error is antenna-size-invariant only 1f the pointing
accuracy is commensurate with the antenna size. Since both
manual and programmed tracking accuracy tend to be limited by
Earth motion, accuracy of available data and human response
time, the pointing accuracy error tends to increase with

antenna size in contrast with the antenna pointing accuracy

error for the carrier power measurement.

with the INTELSAT monitor system, an error of 0.05 db seemed

to be achieveable. This was accomplished with a considerably
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narrow-beam antenna than is expected to be required here.
‘The measurement error is essentially systematic, since any

antenna pointing error results in decreased received power.

Thus
0 = -0.012 (systematic).
5.4.2.8 Antenna Gain Change with Elevation

The satellites and the radio star generally are at different

elevations in the sky. Since the star calibration essentially
Santenna
TLawe

occurs if the antenna gain changes between the star calibration

measures the ratio » 8 carrier power measurement error
and the carrier power measurement. Since gain tends to vary
somewhat with elevation because of elastic deformation, and

since the radio star and the satellite generally are at different
elevations, some measurement error occurs. And since receiving
antenna gain stability generally is not extremely critical in
satellite communications, this effect tends not be be well
controlled, or even accurately known. It may be possible to
estimate the gain change by making star calibrations at various
elevations as Earth revolves, but such gain changes may be

masked by changes in atmospheric attenuation.

For the INTELSAT system monitor, the star calibration data did
not show any apparent gain variation with elevation. But ﬁﬂ;p
N\,

effect must be considered for the particular antenna that is dhgd.



5.4.2.9

Noise Fluctuations for Small Antenna

The effect is the same as for the carrier power measurement.
From the known star flux, the expected star signal-to-noise
ratio 1s in the vicinity of 1. And the TW product has been
shown to be at least 200. Therefore, noise fluctuations are

not expected to be significant in the star calibration.
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APPENDIX A
DOPPLER SHLIFIS FOR OBSERVERS AT EQUATOR AND POLE

As reference material to other material in this report, the
maximum doppler frequency shifts and maximum rate of change
in path length is calculated for the GPS satellites for users

at the equator and at the pole.

The satellite orbit has a period of 12 hour sidereal time and
has an inclination of 60°. The orbit is prograde. Doppler
shift is maximum at the lowest elevatiun angle relative to a

{ixed user. The minimum elevation angle here is 5.

Figure A-1 illustrates the geometry of the satellite at a
5° elevation angle with respect to the user. The radii of

importance on this figure are

re = earth radius = 3443 n.mi.

rg = satellite orbit radius = 14345 n.mi.

re =~ g = altitude above earth = 10957 n.mi.

Dpax ™ discance at 5° elevation = 13628 n.mi.



zenith

User

\ g0 13628
Y- -D_ ( satellite

Q95 &,
(re 31[29 1{:,3‘“5 13.83
‘ e=/71.17°

e

-

Figure A-1 Geometry of satellite at a 5° elevation
angle to user.
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Figure A-2 illustrates the geometry of the satellite with respect
to a user on the equator. The satellite is moving at a rate wg
radians/scec corresponding to the 12 hour sidereal time period, The

user at a fixed earth location of course is moving at a rate

We = % Ug radians/sec corresponding to the 24 hour sidereal

time period of earth rotation.

The user is to be positioned in the satellite orbital plane
at the time the satellite crosses the equator, i.e., the sub-

satellite point passes through the user location.

As shown in the figure, the angle @ = 71.17° for an elevation
angle of 5°. This event occurs wgt radians of satellite orbit

after the satellite has crossed the equatorial plane or Wet

RS
Satellite ’ ‘;
BACH | satellite
Space The sides of the
( spherical triangle are:
@ = 71.17°
. /] A =46.69° = w t
User Path-i ' B =293,38° =4t =2
on Earth s “s* &
Rotation) tor
Figure A-2 Geometry of satellite and user on equator. The user -

was positioned at the subsatellite point 49 the satellite
crossed the equator. The satellite elevation angle
decreases to 5° t sec later.
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radians of earth rotation where

cos3 ust = cos 71.17°

= o -
or Wet = 46.69 AL 255 = 366:25

and Wt = 2 Wet = 93.38°,

The rate of change of satellite to user angle @ is given by

cos 6 = cos3 u%t, o= cos-l[cos3 hht]

8 = 3 We sin et cos? Wet
sin 8

0 = 7.913 x 10”5 rad/sec at @ = 71.170

The user satellite distance D is related to 6 as shown in

Figure A-3. 7

User Satellite

b

g

Figure A-3 Geometry of user satellite distance

The equation for D is

D2 = re2 + rs2 = Zrers cps B

and thus the range rate 1is
D = rgrg 8in @ °* 8
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This rate of change of distance for the user at the equator

in this relative position is then
D = 0.2714 n.mi/sec
or D = 502.69 m/sec.
For the L1 and L2 frequencies the doppler shift is then

L2 = 1230 Mz == Af = 2062 Hz
L1l = 1580 MHz —= Af = 2649 Hz

A.l User at the Poles

When the user is at the pole, see Figure A-4, there is of course
no user motion at this point on earth relative to the earth
center (assuming a fixed user on the earth's surface). As

seen above, this user motion on the equator cancelled out

some of the doppler.

Figure A-4 Geometry of user at the pole observing
the satellite at a 5° elevation
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In this example the angle 8 1s related to S by

sin §__ _ sin 30°
sin 90° sin e

= 1 .1 = 71.17°
or sin § 75Tn s Tl T LU0 where @ = 71.17° corresponds

to the 5° elevation angle and S = 146.11°. The angle wgt

can be formed from
cos wst = sin 8 cos

cos z = -cos 309 cos S + sin 30° sin S cos wgt

-cos_30° sin 71.17° cos 146.11°
1 - % sin 71.17° sin 146.11°

cos Ust Lo

or wgt = 22.50°.
The expression for 6 can be obtained using the cos 8 equation

cos 8 = sin wgt cos 30°

o
or g = ~Ws cO8 wgt cos 30

sin 6

-4

= 1.2329 x 10" at & = 71.17°.

Thus the range rate is
6 - reraisin 6-0
D

= 0.4468 %é%i or 627.5 m/sec. at 5° elevation angle



One can now sunmarize the doppler shifts and range rates for

the user at the equator and at the poles as

- T . boppler Doppler
User Location D L1=1580 MHz | L2=1230 MHz
Equator under Satellite Track | 0.2714 n.mi/sec 2649 Hz 2062 Hz
Pole 0.4468 n.mi/sec 4361 Hz 3395 Hz
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APPENDIX B
ON-LINE CALIBRATION

The satellite power measurements must be referred to as a refer-
ence signal of known power. This power reference signal may come
from a radio star or from a calibrated boresight system. But to
facilitate routine carrier power measurement, it is desire-.
able to have the powe:r reference gignal source built into

the antenna, so that it can be turned on at will. This

built-in source can be a band-limited noise lamp or a CW

signal generator, which in turn occasionally is calibrated
against the primary source (radio star or calibrated bore-

sight system).

This calibration must be done at each carrier center frequency

(L.e., at 1200 MHz and at 1600 MHz).

Define the following parameters:

o = carrier nq''n" EIRP (unknown)

= distance to satellite (known)
receiving antenna gain (unknown)

’ oules
Boltzman's constant(é;g;ggj{}

= attenuation switched into IF amplifier during
power measurement (measured)

ac

> OO o 0
L]

G = gystem power gain (RF and IF), not including
switched attenuaticn "A

Bg = IF filter noise bandwidth (measured)
Ag = IF filter attenuation at center frequency
T = gystem noise temperature, referred to antenna

feed flange
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Ty, = noise lamp temperature, referred to antenna
feed flange

= IF power measured at meter
= PAg,
radio star power spectral density flux density

<!§££%>at earth,

Hz:m
First, with the antenna pointed at a quiet region of the sky
measure the system noise power at frequencies (fo - 10 MHz)
and (fo + 10 MHz) (the wide band carrier first null frequencies).
To do this, switch in the noise measurement IF filter with attenuation
Afi1 N and Bfil N} then at each of the gbove two frequencies,
switch in a suitable calibrated IF attenuation Agy N to give
a useable IF power meter reading Py- Let QN * mean value
of éAsw N PN). Then

o = KTy Bey Cam

N Apy
With the antenna still pointed at a quiet region of the sky,
make the same measurements with the noise lamp on. Use the
same IF filter. At each of the above two frequencies, switch
in suitable calibrated attenuation A, N4L to obtain a

useable IF power meter reading PN+L' As before, let

Qyyp, ™ mean value of (Asw NHL PN+L)' Then
. ) k(TN+TL) BeN Camp
N+L AfN



Point the antenna to the radlo ster (or boresight antenna)
and make the same measurements on the :rimary power reference.

If this primary reference is a radio star (with "p' H2ELS )

Hz-m
use the same IF filter and use whatever switched IF attenuation

(Asw N+S) is required to give suitable power meter reading

(PN+S>' Let Q.o = mean value of (Asw N+S PN+S).

QN+S = ac am
A7 Agy

From these three equations, we can eliminate the system

noise temperature Tg eand tae IF amplifier gain Gamp and find

Egg = 4nk QN+§ \
Lo ora \ O - Q)

The star calibration procedure compares the noise lamp power
and the star power to & common point, namely the antenna feed
port. 1In the satellite carrier measurements, carrier power
and noise lamp power will be compared at the same point.
Therefore only the ratio Egg is required.

L'
The three measurement steps described above (system noise,
system noise plus noise lamp, and system noise plus star)
constitute the star calibration. 1In order to minimize the
time spent in moving the antenna on and off the radio star
(or boresight antenna), one should make the quiet sky measure-

ments (QN and QN+LAMP) at each required frequency without
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moving the antenna, and then point the antenna to the radio
star and make the star measurements (QN+STAR) at each required
frequency (with the antenna tracking the star). This pro-

cedure requires that the system gain Gam » and the system

noise temperature Tg» remain constant duZing the whole

star calibration procedure, which occupies at least several
minutes and at least one antenna move. The low noise amplifier
(normally a parametric amplifier mounted on the antenna) may
not have sufficiently stable gain. In that case, a four-step
procedure is required in place of the three-step procedure
described above. The fourth step is to measure the star

with the noise lamp on, to obtain the quantity QNTSTAR+L.

The four-step procedure still requires Tg to remain constant
throughout the procedure, but the only requirement on Gamp
stability is that it remain constant between the QN measure-
ment and the QN+L measurement, and between the QN+STAR
measurement and the QN+STAR+L measurement. At each frequency,
these pairs of measurements can be made in quick succession

without moving the antenna to minimize G, changes.

P

In the four-step procedure, first measure QN and QN+L as in
the three-step procedure. Gamp can be eliminated between

the two measurements, to give
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Then, with the antenna pointed at the star, measure QN+S

as in the three-step procedure. Finally, with the antenna
still pointed at the star and with the same noise measure-
ment filter as was used for the three previous measurements,
turn the noise lamp on, and measure QN+S+L' Gamp can be
eliminated between the two measurements to give

: 2
TN bGaCA QN+S

T, ®KT  Quug4y - Qs

T

From the two equations above, Tﬂ can be eliminated to give
L

T U+ L I
L pA \Quis+, - Ues Qui ~ W

Thus, by the more devious four-step procedure, we obtain the

same information that is obtained from the three-step procedure.

The main disadvantage of the four-step procedure is the extra
subtractions which give small differences between small numbers,
with resulting error. Minor disadvantages are slightly in-
creased time and computation. Therefore, the four-step
procedure should be used only if the system gain is too

unstable for the three-step procedure.
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